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Ahstruct-Information is transmitted  over a digital  link  in repetitive 

time intervals called frames; each frame consists of one or  more  time slots. 

Theoretical performance limitations of a variety of time-division multiplex- 

ing policies  for models of synchronous  and  asynchronous  message  streams 

are studied. 

I. INTRODUCTION 

T HE performance of a theoretical model of a link level 
digital time-division  multiplexer ,for synchronous and 

asynchronous messages streams is studied. This has poten- 
tial use in a variety of applications such as voice telephony, 
on-line data processing, graphics and facsimile transmis- 
sion, computer-to-computer communication, electronic 
office communication, heating and ventilation sensor 
communication, security sensor communication, and many 
others. 

Two types of sources use the link for communications: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
synchronous sources that generate messages at regularly 
spaced time intervals, and asynchronous sources that do so 
at irregular points in time.  Fig. 1 is a block diagram of a 
model of a link level multiplexer we  wish to analyze. The 
fundamental logical periodic time unit.is cal1ed.a frame. A 
frame is subdivided into zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAslots and each slot is available for 
transmission of a chunk of bits. The design question is to 
decide which slots will be assigned to synchronous and 
which to asynchronous message streams. Fig. 2 shows a 
representative frame. Three cases arise. 

A.  Dedicating  Time Slots to Each Session 

The first policy is dedicating time slots during a frame to 
each session so that each  message stream has its own 
digital transmission system.  Each transmission system can 
be engineered separately with no interaction between 
different types of message streams. This allows sharing and 
hence a potential economy of scale of hardware, software, 
and maintenance costs. Synchronous sources can be multi- 
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Fig. 1. Hardware block diagram of link multiplexer. 
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Fig. 2. A general frame:  control, dedicated, and shared slots. 

plexed by a generalization of circuit switching: one or more 
slots per frame are dedicated to a communication session, 
while  conventional  circuit  switching  has  only 1 
slot/frame/session. For example,  with a frame rate of 
1200 frames/s, 4 slots/frame, and 2 bits/slot, one 2400 
bit/s terminal would require 1 slot/frame, while one 4800 
bit/s terminal would require 2 slots/frame. This has been 
handled elsewhere  [14],  [19],  [22],  [25]. In order to transmit 
data from asynchronous sources via synchronous transmis- 
sion facilities, one common practice is to always transmit 
an idle character if no  data character is present, so that the 
asynchronous stream has the transmission characteristics 
of a synchronous bit stream. 

B. Sharing Time Slots Among  All Sessions 

Allowing all sessions equal access to any time slot within 
a frame is a different policy. This allows sharing and, 
hence, a potential economy of scale for hardware, software, 
and maintenance costs, as well as the transmission costs. A 
priority arbitration rule is employed to determine which 
message stream gains access to the link. The priority might 
be chosen according to  the urgency of the message stream. 
This has been addressed by many other workers  (e.g., [9], 
[12],  [13],  [20],  [21],  [24],  [30],  [31],  [35]). Careful systematic 
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simulation studies [26], [39] helped stimulate a great deal of 
analytic activity in this area (cf. [2], [17], [27], [28]). zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
C. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADedicating Time  Slots  to  Some Sessions  and  Sharing  the 
Remainder 

The remaining case, a hybrid of the previous  two, in- 
volves dedicating some transmission capacity to each 
session,  with a common shared transmission capacity pool 
that is used  by all sources in event that the dedicated 
capacity is  completely exhausted. 

D.  Overview 

Our purpose is to study the most difficult case for 
analysis: totally shared transmission capacity for all 
communication sessions. The analytic techniques used are 
well  known to mathematicians but,  in our opinion, need 
popularization among mathematically sophisticated en- 
gineers.  Because the message streams can  have radically 
different characteristics, which  will  have a profound impact 
on our analysis, we digress to discuss  each traffic in more 
detail. 

E. Synchronous  Message  Streams 

ations activities, the authors have found traffic is  typically 
1-2 bytes/s per session for a stream generated by a 
terminal interacting with a computer, with the interarrival 
times  between  samples  being  much  less regular than voice. 
Furthermore, the utilization of a typical dedicated link for 
one terminal interacting with a computer is often well 
under 1 percent. Since the message arrival statistics are 
highly irregular, and the link utilization is quite low, this 
suggests  pooling or buffering messages from a number of 
sources (with the pooling strategy based on the statistics of 
the message streams and their  urgencies) for subsequent 
transmission over a link. This allows both the transmitter 
and the link to be simultaneously busy, and hence offers a 
higher total mean throughput rate, at the expense of addi- 
tiond storage. Communication session initiation and com- 
pletion clean-up times can be comparable to data transmis- 
sion message  times, unlike for the synchronous message 
stream. If a controller is capable of setting up and taking 
down a circuit in a time much shorter than the session, this 
type of switch  might  be  chosen:  less time would be spent in 
overhead versus in useful communications. If this is not the 
case, then a packet switch  might be the choice. In addition, 
a variety of control bits are required to govern  flow  con- 
trol, addressing, error handling, and so forth, that must be 
transmited along with the actual data bits, further reducing 

First, we focus on a very  common type of synchronous 
message stream, a voice telephone call. In practice analog 
voice  signals are sampled, encoded into a digital bit stream, G. Outline 

link utilization. 

and then transmitted over a link. The voice samples are 
delivered at regularly  spaced time intervals for each 
conversation, with at least one and at most  two sampling 
intervals (due to clock jitter  and skew)  between  successive 
samples. All the samples must be buffered and transmitted 
before the next arrivals. This suggests inserting a fixed 
delay, hopefully  neghgible compared to voice time scales, 
which  is the time required to load and unload a voice 
sample during a conversation. Typically  voice  conversa- 
tions last for 100-300 s, while the initiation and comple- 
tion lasts for 1-5 s; this suggests attempting to dedicate 
transmission capacity for the duration of a conversation, 
and if no capacity is available at the instant a telephone 
call  is attempted, new arrivals or attempts should be blocked 
or rejected because it  is  highly  unlikely that transmission 
capacity would  become available within the next few  sec- 
onds. Voice bit stream utilization per conversation is typi- 
cally on the order of 30-50 percent (e.g., zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[4], [5],  [7],  [SI), a 
further argument for demanding that transmission capacity 
be dedicated to each conversation for the duration of a call 
because it is quite likely that the transmission capacity will, 
in fact, be needed.  These conditions are felt to be sufficient 
for high quality speech reproduction, but may be unduly 
conservative when compared to other alternatives. 

F. Asynchronous  Message  Streams 

Second, we focus on data traffic generated by interactive 
terminals and computer systems.  Messages within each 
conversation or session arrive at very irregularly spaced 
time intervals. In applications representative of on-line 
computer systems for support of telephone company oper- 

In the next section we present a naive analysis of the 
benefits of total sharing of transmission capacity that leads 
to completely erroneous insight into the gain of such a 
policy. The reason for the error is that a mean  value 
analysis of first-order statistics for the arrival rates and 
holding times of voice and  data conversations ignores 
secondary statistics such  as fluctuations about the mean 
values and more importantly correlations from one frame 
to .the next, which cannot be ignored here. The following 
section gives a more rigorous analysis that quantifies these 
statements. Subsequent sections present two independent 
highly sophisticated analyses to show that great care is 
required in engineering a transmission system that pools 
messages from sources with radically different characteris- 
tics.  We stress that we have perturbed not only theparame- 
ters in the models but the underlying modeling assumptions 
to investigate the robustness of our findings. The closing 
section summarizes our findings and presents a number of 
options or alternatives for effective  use of a single link by 
both synchronous (e.g.,  voice) and asynchronous (e.g., data) 
message streams. 

11. PROBLEM  STATEMENT 

Information is transmitted over a digital link in repeti- 
tive time intervals called frames. Frame n zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 1,2, . . . con- 
sists of s,, slots. Each slot contains a fixed number of bits. 
Messages arrive from synchronous sources and are either 
accepted or rejected, and presumably will retry later. The 
synchronous message streams that have  been accepted for 
transmission demand V,, time slots in frame n = 1,2, . . * . 
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From this point on,  in the interest of brevity, we  will refer 
to the synchronous message, stream as zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAuoice. Each  remain- 
ing slot within a frame can be used to transmit messages 
from asynchronous sources. Asynchronous messages arrive 
during frame n zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 1,2, and require zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0, time slots of 
transmission capacity. From this point on, in the interest of 
brevity, we  will refer to the asynchronous message stream 
as data. S, - V,  is the amount of transmission capacity 
(measured in time slots) available during frame n = 1,2, . . . 
for transmission of asynchronous traffic. The random vari- 
able R ,  denotes the amount of asynchronous chunks wait- 
ing to be transmitted at the start of frame n. From this 
discussion, R ,  is governed  by the following recursion: 

R,+l = max(0, R ,  + 0, +.V, - S,) n = 0,1 ,2 ,  * * * . (1) 

In  the interest of brevity, we fix S, = S. If  we allowed the 
number of available slots to vary from frame to frame, this 
would correspond to the case of partially shared transmis- 
sion capacity for synchronous and asynchronous message 
streams. Our goal  is to study the statistics of R ,  as a 
function of the statistics of 0, and V ,  for a given  choice 
of s. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
A.  Summary of Analysis 

Granted  that 0, + V ,  - S, obeys Markovian statistics, 
our analysis shows that the long term time averaged distri- 
bution of R,, n + m, is a weighted sum of geometric 
distributions. The weights and modes of the different geo- 
metric distributions are dependent upon  the particular 
modeling assumptions for the arrival and holding time 
statistics for the synchronous and asynchronous message 
streams as well as the policy for allocating time slots within 
a frame. One of the modes of the long term time averaged 
distribution for R,, n -, 00 will  decay  slower than all the 
other modes, and will dominate the asynchronous traffic 
delay and buffering requirements under load. The geomet- 
ric decay parameter for the slowest decaying mode of the 
distribution of R,, n -, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAco will be called the critical expo- 
nent because it will be critical in determining the fraction 
of time the buffer contains greater than a given amount of 
data chunks. 

B. Summary of Results 

From  an engineering point of  view, knowing that the 
long term time averaged distribution for data decays  geo- 
metrically suggests that the slowest decaying mode of all 
the distributions should be measured. In a well  engineered 
system, this should be close to zero,  i.e., there should be 
relatively little data buffering. If this mode is  close to one, 
then there is a potential for buffering significant amounts 
of data. If voice and  data are multiplexed together over a 
common link, the analysis presented here suggests that the 
voice can demand all the transmission capacity for a period 
of time that is  brief  relative to the duration of a voice 
telephone call, yet is much longer than typical data trans- 
mission times.  Effectively  voice  locks out data for time 
intervals unacceptable to data. This suggests that prudence 
is required in assessing the benefits of dedicating {ransmis- 

TABLE zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI 
IDLE TRANSMISSION  CAPACITY VERSUS VOICE BLOCKING zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA24 Time Slots/Fmme, 8000 Frrmes/Sec Transmission Rate 

Fraction of Mean Excess Transmission Mean Time to Enter 
Attempts Blocked Capacity Available for Data Voice  Blocking State zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

n o n 1  762 KBPS 4166.67 see-69.44 min 
0.002 704 KBPS 2083.33 see-34.72 min 
0.005 621 KBPS 833.33 see-13.89 min 
0.010 557  KBPS , 416.67 see.-6.94 min 
0.020 467  KBPS 208.33 see-3.47 min 
0.050 320 KBPS 83.33  see-1.39 min 
0.100 211  KBPS 41.67 sec-0.69 min 

.~ ~~~ ~ ~ 

sion capacity versus totally sharing transmission capacity 
for each type of message stream. Engineering practice 
based on mean  values,  average loadings, and the like 
appear to give  excellent insight into traffic handling char- 
acteristics for dedicated transmission systems handling only 
one type of service. When transmission capacity.is shared, 
average loading and mean  value analysis can be mislead- 
ing, and much greater caution and sophistication is  re- 
quired. Here, timing between stations is quite controlled 
and regular; other schemes have been proposed (e.g., [29])' 
that involve uncontrolled and irregular timing, and hence 
should do worse than  the approach described here for 
handling data. 

111. A NAIVE FIRST CUT ANALYSIS (E.G.,' [29]) 

Consider the following example: S = 24 time slots are 
transmitted 8000 times/s, with  each time slot containing 8 

bits. Each  voice call requires 1 slot/frame, or 64 kbits/s. 
Suppose that the link is engineered to handle sufficient 
voice telephone calls such that  no more than 1 percent of 
the voice traffic is blocked or rejected. Using standard 
Erlang blocking analysis techniques [11, pp. 89-93], we 
find thedink will handle on the average 15.3 voice  tele- 
phone calls,  i.e.; 

prob [all S slots filled  with  voice] 

' = B ( S , A ) < O . O l - S = 2 4 ,  A = 1 5 . 3  (2) 

where B( S,  A )  is the Erlang bloclung function for S servers 
and  an offered load of A Erlangs. This implies we have 
S - A = 24 - 15.3 or 8.7 time slots/frame' available for 
data,  or 557 kbits/s. If  we only use 64 kbits/s for data, for 
example, always transmit 1 byte of data every frame, then 
the total ,(both voice and data) link utilization will be 
(16.3/24) or 67.9 percent, the data delay may be roughly 
two frames, or 250 ps, and hence the mean data buffering 
may be 64 kbits/s multiplied. by 250 ps or 16 bits. - 

Table I summarizes the mean number of time slots filled 
with  voice out of 24 ( S  = 24) for a given  level  of blocking 
B, the transmission capacity that is idle for handling surges 
of voice and  data. 

This type of analysis is based on mean  values. Unfor- 
tunately, this chain of reasoning ignores both the fiuctua- 
tions of' the voice and  data about its mean values, and. the 
correlation present from one frame to the next for voice. 
The combination of these phenomena makes the mean 
value analysis sketched here much too optimistic: we will 
need much greater buffering for data than expected, data 
delays will, be much greater than expected, with much less 
margin'for overload surges. 
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Fig. 3. Illustrative sample path of shared voice/data states. 

In hindsight, based on careful systematic simulation 
studies [26],  [39], the reason for this is  clear on physical 
grounds: voice telephone calls last for 2-3 min, or 100-200 
s. Data messages can last for 1-10  ms. The time  scale for 
voice  is hundreds of seconds,  which  is 4-5 orders of 
magnitude greater than that for data. A relatively short 
surge of voice traffic might last for 1-10 s, but this short 
surge may demand all the available transmission capacity, 
i.e., none is available for data. As far as data is concerned, 
the link has just failed: no messages can be transmitted. 
With the link engineered for a voice  service grade of 1 
percent blocking, this will  occur 1 percent of the time 
during  an hour, or a total zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof 36 s, scattered throughout the 
hour: 5 s here, 2 s there, 10 s there. Data will be arriving 
throughout the time when all the transmission capacity is 
dedicated to voice, potentially leading to thousands of data 
packets arriving during such an interval. Once this occurs, 
the validity of the model  is  now in question: higher  level 
data communications protocols, which are ignored here, 
come into play, flow control procedures are invoked, time- 
outs occur, retries, and reinitialization of link control pro- 
cedures take place, compounding the data delay even more. 
Fig. 3 is an illustrative simulation of this phenomenon: an 
illustrative sample path of the stochastic processes we  wish 
to study, that is typical of that encountered in simulation 
studies (e.g.,  [26],  [39]). The voice traffic rarely surges to 
seize all the available transmission capacity. Once the voice 
blocks all data transmission, enormous data queues arise, 
that persist  long after the voice  blocking has ended. Put 
differently, most of the time the data are zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAnot delayed at all, 
but if the data are delayed, they are delayed a long time. 
Our intent is to quantify these intuitive notions in 'later 
sections. 

IV. A MORE SOPHISTICATED ANALYSIS 

In order to get more insight into the behavior of the 
example in the previous section, we study the statistical 
behavior o f ,  the voice loss system in greater detail. The 
sequence of nonblocked voice telephone calls holding times 
are assumed to be i.i.d. exponential random variables with 
mean 1/p. The modeling assumptions here is that the 
duration of a voice  call is much  longer than a frame, and 
that we require a geometrically distributed number of 
frames to be dedicated to each telephone call.  Fig. 4 shows 
states and transition rates for the voice telephone calls.  We 
denote by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= hoffered the mean arrival rate of the offered zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

e...(s-b I-k-2tL I-k-(S-l)p 

l-sp 

X X A X  X 

Fig zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4. Voice Markovian state space and transition rates. 

voice traffic load, while A c h e d  is the mean throughput rate 
of the carried  voice trafficload, given by 

'carried = 'offered i1 - B ( S ,  A = 'offered/p)l . (3) 

A level  is fixed, denoted by L, for the maximum number of 
simultaneous active voice telephone conversations. When 
the number of calls in progress  exceeds L, newly arriving 
voice  calls  will be rejected or blocked.  Hence, 0 < L G S. 
T( K ) ,  K = 0,. - , S denotes the fraction of time there are K 
simultaneously active voice  calls in progress. The rate of 
entering the state of having L calls in progress from the 
state of having L - 1 calls in progress  is denoted by rL-l, L .  

This implies  using standard techniques that 

In words, the fraction of time there are' L - 1 simulta- 
neously voice telephone calls multiplied by the total arrival 
rate of voice  calls  yields the  rate of entering state L from 
state L - 1. 

TL,L-l denotes the mean  time to move from state L to 
state L - 1, i.e., to move out of the blocking state of having 
L simultaneously active voice telephone calls. This implies 

~L-~,LTL,L-~= C T(K) .  ( 5 )  

In  other words, to find the mean time to move from the 
state of L  to  L - 1 active telephone calls, the total fraction 
of time the Markov process  modeling  voice  calls  is in  state 
K = L,.  . * ,S must be divided by the rate of entering state 
L from L - 1 

S 

K = L  

s 

Choosing L = S simplifies all of this 

'S-l,S = 'offeredT(s-l) = p S B L s ,  'offered/pL]. (7) 

For example,  with S = 24 time slots/frame, and with l /p 
= 100 s for a voice  call holding time of 100 s, and the voice 
call blocking  engineering to be no more than 1 percent of 
the time ( B ( S ,  A )  = 0.01) the mean time to enter the state 
of having all S = 24 time slots filled from the state of 
having of having S - 1 = 23 time slots, filled  with  voice,  is 
given  by 

= 416 - s S = 24 slots/frame 
2 .  
3 (8) 
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TABLE zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI1 
MEAN TIME TO VOICE BLOCKING STATE VERSUS VOICE BLOCKING zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

24 Time Slots/Fmmr, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA8OOO F n k h  Tnmmissim Rate 

Fraction of Mean zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBANumber Mean Number Excess Transmission 
Attempts Blocked of Voice Filled Slots of Idle Slots Capacity for Data 

0.001 12.1 Slots 11.9 Slots 762 KBPS 
0.002  13.0 Slots 11 .o Slots 704 KBPS 
0.005  14.3 Slots 9.7,SIots 621 KBPS 
0.010 15.3 Slots 9.3 Slots 557 KBPS 

0.020  16.7 Slors 7.3 Slots 467 KBPS 
0.050  19.0 Slots 5.0 Slots 320 KBPS 
0.100  20.7 Slots 3.3 Slots 211 KBPS zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

In words, on the average  every ,4163 s the link  will be 
completely filled  with  voice  calls in progress.  How long will 
this last on the average? For a mean  time denoted by 
Ts, s- 1, where 

1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Ts,s-l zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= - 4.16667 s S = 24. 

PS 
(9) 

As far as the  data  are concerned, on the average,  every 416: 

s the voice  will demand all the transmission capacity for a 
mean time interval of 4& s. If data arrive at  an average rate 
of 64 kbits/s, then at least 256 kbits of data  on the average 
must be buffered when the link is busy handling nothing 
but voice, or 32 kbytes. Furthermore, the transmission 
capacity for data once the system  leaves the voice  blocking 
state is  now only 64 kbits/s, which only keeps up with 
arriving data but does not empty the buffer, and the very 
strong correlation suggests that the link might  block within 
the next second or two  with nothing but voice, as before. 

Table I1  is a summary of similar calculations for the 
same parameters described in the earlier section. 

The sojourn time in the all blocking state is 100/24 s or 
4.16 s. Would a customer choose a system  with  voice 
blocking only 1 percent of the time,  while 557 kbits/s of 
idle transmission capacity is available, knowing that  on the 
average every 6.94 min the idle transmission capacity would 
drop to zero for an average 4.16 s? Many, knowledgeable 
engineers would argue that it is difficult enough to get such 
systems to work at all, without having to handle interuc- 
lions between different services like voice and  data such as 
this is. 

V. 2 SLOTS/FRAME 

Here is a summary of a highly sophisticated analysis 
(presented in a later section), done by means of an illustra- 
tive case study: there are 2, slots/frame, S = 2,  with either 
zero, 1, or 2 slots occupied with synchronous traffic. For 
simplicity of exposition, we assume 0, =1, i.e., there is 
always one data chunk arriving every frame, which  would 
be a worst  case  analysis. The basic recursion for the 
number of data chunks waiting to be transmitted at the 
start of frame n + 1, denoted by R,+l, is given  by 

R,+l = max[O, R, + 0, + V ,  - S,] 

= max[O, R, + V ,  -11 n = 0,1,2. (10) 

The voice traffic obeys birth  and  death process statistics, 
with mean  voice holding time of l /p and mean voice call 
arrival rate of A. In a later section, we present the underly- 

ing mathematical analysis; here we merely summaiize the 
results and discuss how to interpret the results. 

In order for a nontrivial long term time averaged distri- 
bution of R,, n + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA00 to exist, we demand that 

-<a. A 
P 

Granted  that this condition is satisfied, the long term time 
averaged fraction of time there are R,, n -+ 00 = K chunks 
in  the buffer is  given  by 

fraction of time data does not wait = prob [ R = 01 = 1 - wG 

(12) 
fraction of time K chunks in data buffer 

=prob[R=K]=T-G(l-w)wK. (13) 

The factor G is directly proportional to the voice  blocking. 
The mean amount of data buffered is simply 

m 

E[R]=   Kp rob [R=K]= -  
. G .  

1-0 '  (14) K = O  

In words, the mean amount of data buffered is the ratio of 
two terms. The numerator is proportional to the fraction of 
time voice is blocked, i.e., the voice grade of service. The 
denominator is approximated by the total number of 
slots/frame over the mean  voice holding time, measured in 
slots. Both the numerator and  the'denominator  are close to 
zero, but, for numbers of practical interest, the denomina- 
tor is significantly .smaller, and hence the mean data delay 
is much larger than might be expected  (cf. the simulation 
sample path  in Fig.  3). 

We  now turn  to some illustrative numerical results.  We 
assume that the frames are transmitted 8000/s, with 2 

slots/frame, each'capable of holding one chunk of 8 bits. 
Fig. 5 shows w as a function of voice traffic holding time 
(for different levels of voice  blocking): it is clear that when 
the voice .traffic holding time is greater than 10 slots, w is 
greater than 9/10, while for cases of practical interest, 
where the ratio of voice  call holding time to  data holding 
time is 1000 or more, w can be arbitrarily close to unity! 
This is the impact of correlation on the amount of. data 
buffering required. In addition, Fig. 5 shows an easy to 
calculate lower bound on w that is evidently quite close to 
the exact value of w for the numbers and assumptions 
chosen here.  We  will derive this lower bound in a later 
section. 

In Fig. 6, we plot the fraction of time voice  is  blocked 
versus the fraction of time data are delayed at all, for 
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Fig. 6.  Fraction of time R > 0 versus voice blocking. 

different levels of  voice holding time. Note  that we can 
have quite small voice blocking and  quite small data block- 
ing (i.e., data blocking is the fraction of time data  are 
delayed at least 1 frame). 

On the other  hand, while data blocking can  be quite 
small, if data  are delayed, they  can be delayed a long time 
(measured in frames). This is  shown by the mean amount 
of data buffered being proportional  to B/(1-  w )  and w is 
quite close to unity, whde the voice blocking B is  close to 
zero.  Fig. 7 plots mean data buffering for a fixed  mean 
voice  holding time, measured in time slots. As is evident, 
the data buffering requirements, and hence the mean data 
delay, can be  far  in excess  what the naive analysis sug- 
gested earlier. Put differently, even  though the service for 
voice  is acceptable, the data simply cannot  count  on  the 
transmission capacity being available. 

VI. GENERAL SEMI-MARKOV  QUEUEING  MODEL 

In this section we summarize the analysis of a more 
general class of models called semi-Murkou queueing  sys- 
tems [38]. 

10- 2 L 1 

 IO-^ 10-2 
PROB[V61  

IC 

Fig. 7. Mean data  in system versus voice blocking. 
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The  amount of data  and voice,  measured in slots, arriv- 
ing  in frsime n is  denoted  by D,, and V,, respectively. This 
stochastic process is modulated by an irreducible, aperiodic 
Markov chain with state space Q; at the  start of frame n, 
the  state of the Markov chain is a,,. Granted this notation, 
we define H,,(i, j )  as  the transition probability generator 
for  the voice and  data stochastic process 

~ ~ , ( ~ , ~ ) = p r o b [ ~ , , = ~ , s - ~ , = ~ , ~ , . , = k ~ u , = ~ j  

uj E Q ,  j = 1 , 2 , .  . n = 0 ,1 ,2 , .  . . (15) 

where S - V ,  is the  amount of time slots available for data 
transmission during frame n. The amount of data.remain- 
ing  to  be  transmitted  just prior to  the  start of frame n is 
denoted  by R ,  and this obeys the following recursion: 

R,+ l  = max[O, R ,  + 0, + V ,  -SI. (16) 

The matrix  moment generating function associated with 
the matrix H is  denoted  by q: 

q k ( x )  = C H , , ( i ,  j ) x i - ’  0 < X  <1 I, k E Q (17) 
ij 

where x is a complex variable taking on values inside the 
unit disk. 

The transient moment generating function for the  amount 
of data remaining at  the  start of frame n with the underly- 
ing Markov chain in state j given the initial state of the 
Markov chain is state i will  be  denoted  by P 

where r E ( 0 , l )  takes on values inside the unit disk, and  the 
moment generating function for the distribution of the 
initial  amount of data  in  the system R,,  is  given  by E[xRo] .  

Following earlier work [ 38 ] ,  we carry out a Wiener-Hopf 
factorization of a matrix inverse closely related to q: 

[ I -  r q ( x ) ] - ’ =  q +  (x,  r ) q - ( x ,   r )  (19) 
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where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAq + ( x ,   r ) ,   q - ( x ,   r )  is analytic inside (respectively out- 
side) the unit disk x E ( 0 , l ) .  

The transient moment generating function P ( x ,   r )  is 
given by 

P ( x , r j = T [ E [ ~ ~ o ] q - ( ~ , r ) ] q + ( x , r )  

x zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAE (0,1), r E @ , I )  (20) 

where Tis a projection operator for a vector  valued Laurent 
series 

- 1  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
T I  f M k +  XkMk. (21) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA00 

L k = - w  1 k = - w  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAk = O  

In principle, all that remains is to invert this moment 
generating function, via numerical approximations, since 
analytic methods appear  to be intractable in all but the 
simplest cases. 

If a long term time averaged distribution exists for R,  
then standard asymptotic techniques allow  us to show zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

(1- r ) P i j ( x , r ) . .  (22) 
n - w  

A.  An Alternative Derivation [15], zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[I41 

Here is an alternative exposition of the same set of 
manipulations. The associated matrix moment generating 
function for the R ,  process is  given by 

00 

P i j ( r , x ) =  r k E ( x R k , u k = j l o o = i , R O = O ) .  (23) 

It is  useful to rewrite this matrix as the product of two 
matrices, one with only nonnegative powers of x denoted 
by M+( r ,  x )  and the other with only nonpositive powers of 
x denoted by K ( r ,   x )  

k = O  

P ( r , x ) =   [ M - ( r , x = l ) ] - ' M + ( r , x ) .  (24) 

The matrices M - ,  M+ are the Wiener-Hopf factors associ- 
ated with the matrix I - rQ(x ) ,  i.e., 

M+ ( r ,  x ) [ I -   r Q ( x ) l  = M -  ( I ,  X )  (25) 

where 

= E[xDn]prob[un+, = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAZlu, = k]x-(""n). (26) 

The Wiener-Hopf factorization requires numerical work; 
clean illustrative analytic answers appear to be rare. The 
critical exponent w is the unique real root in the interval 
( 0 ; l )  of 

, .  

w = largest eigenvalue of Q( x = a). (27) 

In other words, we find the spectral radius or Frobenius 
root of the operator Q ( x ) ,  as a function of x ,  and then 
search for the unique real root on the open interval such 
that the root equals the spectral radius evaluated at that 
root. Excellent numerical techniques are available for car- 
rying out these steps quickly [18],  [23], [37]. 

B. Another Alternate Derivation 

Here is an alternate direct derivation of these  results that 
may be easier to comprehend. We confine attention from 
this point on  to the long term time averaged behavior. We 
define F(i,  j )  as the fraction of time that R ,  < j ,  n + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAo o '  

and the state of the underlying Markov chain, denoted by 
u, is given by u = i .  Then, using the Q matrix associated 
with the moment generating function Q above, we  see 

S 

F ( j , k ) =  q i j F ( i , j + k - l )   k > l  (28) . 
i = O  

F ( i , l ) = q 1 i F ( 1 , 1 ) + q , i F ( 2 , 2 ) +  . (29) 

Let us try a solution of the form 

F ( j ,  k) = A ( j ) +  B ( j ) w k .  (30) 

If it works, we are done due to invocation of existence and 
uniqueness theorems for this class of equations. Substitut- 
ing, we see 

S 

A ( j ) + B ( j ) $ =   q i j [ A ( i ) + B ( i ) w ' + k - l ]  (31) 
i = O  

and, hence, we see that 

S 

~ ( j )  = C A( i )q i j  (32) 
i = O  

or  in other words A ( j )  is the left eigenvector of the matrix 
Q with associated eigenvalue unity, while 

S 

B ( j ) w  = B(i)w'qiJ. (33) 
i = O  

w must be the solution in the unit. circle of 

det[oI-Q(w)] = O  (34) 

where 

Q ( w ) i j  = w'q. ZJ .. (35) 

A ( j ) + B ( j > w  = C [ A ( k ) + B ( k ) 4  q k l  (36) 

It remains to check the case k = 1 :  

S 

k = l  

and thus we see that 

S S S 

C A(k)qk i  + C B(k>wkqk i=  [ ~ ( k ) + ~ ( k ) w ~ I  q k i  

(37) 

k = O  k = O  k = l  

or in other words A(0) = - B(O), and so forth for the 
remaining components of B. The components of A ( j )  are 
the invariant measure associated with qi j .  The solution in 
general will be a linear combination of ( w , ) ~  where the w,  
are roots inside the unit disk of the above equation, and 
the largest root on the interval ( 0 , l )  will dominate asymp- 
totically, R + 00, as claimed. 



ARTHURS AND STUCK: TRAFFIC ANALYSIS TOOLS zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1119 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
C. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAExample: 2 SZots/Frame 

We  now  perform the explicit calculations that gave the 
results described earlier, for 2 slots/frame, with one chunk 
of data arriving every frame. 

The transition matrix for  the Markov chain associated 
with the synchronous traffic, denoted  by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAQ, is  given  by 

Qoo QOI zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAe 0 2  l - A  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA 
Q =  [Q1g ell zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA&I=[ p 1 - A - p  1. 

(38) 

Qm Q21 Q22 0 2p 1-2p 

The long term  time  averaged distribution for the number 
of slots occupied  with  synchronous traffic 7r zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= (q,, q ,  r2) 
is  given  by 

1  1 
"0 = 

- - 
A A h  QOI QOI Q12 1 +  - + _ _  

QIO QIO Q21 P P 2P 

(39) 
1 + - + - -  

= fraction of time  voice calls blocked. (41) 

In order for a nontrivial long term time averaged distribu- 
tion for R to exist, we must  have the mean  number of 
synchronous calls plus the mean  number of data slots 
occupied per frame be less than S 

S 

Km(K) - i  E(D) < S .  (42) 

For this particular problem, we can relate this to given 
quantities A, p and we find that 

K = O  

(43) 

which we maintain is not obvious a priori! 

is  given  by 
The long  term time averaged distribution of R,, n + 00 

lim prob[R,=O]=l-wG (44) 
n + w  

lim prob [R,=K>O]=G( l -o )oK K = 1 , 2 , 3 . . .  
n - w  

(45) 

where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAw is  given  by 

w =  Q22(1-Q11)+Q12Q21 = ( 1 - 2 ~ ) ( ~ +  A ) + ~ P A  

Q o o ( l - Q l l ) + Q ~ o Q o l  ( ~ - A ) ( A + P L ) + P A  

(46) 

and G  is  given  by 

G = 77, 
ug + u1+ u2 

u2 
(47) 

where u = ( uo, ul, u2) is the left eigenvector associated with 
q o ( x ) Q  and  is given  by 

Qn(1-  Q 2 2 / ~ ) - Q 1 2 Q 2 1 / a  

[ %! =,  1 QOIW - Q01Q22 

wQ01Q12 

(1-A-p)(1-(1-2p)/o)-2pA/w 
A ( w - l + 2 p )  . (48) 

0 A2 ! 
D. A Lower Bound on Critical Exponent 

We  now present a lower bound  on  the critical exponent 
w that illustrates the impact that correlation can  have on 
performance. This is easier to calculate than the exact 
analysis, and the techniques are felt to be of general 
interest and, hence, should be popularized. To simplify 
notation, we define a new random variable % which  is the 
difference between the voice and  data arriving in frame n 
and  the  total available transmission capacity, in slots: 
Y, = D, + V ,  - S. As in the previous section, we model 
correlation by  assuming that % is  modulated  by a Markov 
chain. This means that there is  an underlying Markov 
chain  with state a, for frame n taking values in a discrete 
state space denoted  by 8, 'and with transition probability 
generator for the voice and  data given  by H/k(i, j ) :  

H ~ k ( i , j ) = p r o b [ D , = i , S - V , = j , u , + l = k ~ a , = Z ] .  

(49) 

I )  Fundamental Analysis: As one  example, we assume 
the voice traffic is generated by a birth  and  death process, 
with A denoting the probability of an arrival and ip denot- 
ing the probability of a departure given there are i active 
voice  calls. The  state of the underlying Markov  chain 
associated with the start of frame n is  denoted  by a,. Given 
these assumptions, we see that 

R,+l=maX(o,R,+Y,) n = 0 , 1 , 2 , . - . .  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(50) 

From thS recursion, we can rewrite the fraction of time 
that R,, n + 00 exceeds a finite threshold, say K 

lim prob [ R,  > K ]  
n + w  

S 
= n(J)prob . . .  +Y,]>Kloo=i  . 

(51) 

J =  0 1 
If  we focus only on  the  state where the synchronous traffic 
has seized all available time slots, i.e., and  drop the other 
( S  - 1) states from consideration, then we obtain a lower 
bound  on  our expression of interest 

lim prob [ R,  > K ]  
n - w  

>m(S)prob.[Y,+Y2+ e . .  +Y,>Kloo=S]. (52) 
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Since the process  is Markovian, the holding  time distribu- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
- tion in this state is  geometric,  with the number of time slots 

in this state, say M, having a moment  generating function 
given by 

The lower bound on the fraction of time zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAR,, n + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA00 ex- 
ceeds K can be written as 

lim prob [ R ,  > K ]  
n - t w  

=.rr(S)prob[D,+  +D,>Kloo=S]. (54) 

For example,  with one data chunk arriving every frame, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
D, = 1 (a.s.), 

lim prob [ R, > K ]  > n(S) ( l -  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAS P ) ~  ( 5 5 )  
n - t m  

where 

k = O  

and hence 

w > l - S p  (57) 

which  is independent of the arrival rate. This is in the same 
spirit as heavy  traffic limit theorems of ,queueing theory. 
For example,  choosing S = 24 and 100 s voice holding 
time, so p =1/(100 s)(8000 frames/s), we find 

24 
0 > l -  

100 X 8000 - 40000 
-1- - - -0.999975. ( 5 8 )  

On the other hand, if D, obeys a geometric distribution, so 

then the same chain of arguments can be used to show 

~ > l - ( l - S p ) ( l - ~ ) > l - ( l - S p )  (60) 

which  is  even  closer to unity than ignoring the bursty 
nature of the  data arrivals, i.e., the shape of the data arrival 
distribution statistics matter! 

2) The Impact of Time  Assignment  Speech Interpolation: 
As a second example of how to use ths  model,  what if  we 
wish to multiplex data during speech  silence intervals, e.g., 
inbetween words and pauses in conversation, (e.g.,  [4]-[6])? 
Again, we can refine the above argument as follows:  let 
(i ,  j )  denote i active  calls and j calls  actively talking at a 
given  time epoch, where i = 0,. . . , S ;  j < i. We model this 
via a Markov chain as  follows: 

p r o b [ i + l , j + l l i , j ] = h  O < i < S  (61) 

p r o b [ i , j + l l i , j ] = P ( i - j )  O < i < S ,  j < i  (62) 

p r o b [ i , j l i + l , j + l ] = p ( j + l )  O < i < S  (63) 

p r o b [ i , j ( i , j + l ] = y ( j + l )  O < i < S .  (64) 

Then, paralleling the previous arguments, we see that the 
fraction of time the long term  time  averaged amount of 
data buffered exceeds a threshold K is  lower bounded by 

lim prob[R,>K]=m(S,S)prob[D1+ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAs . 0  + D , > K ]  
n-rw 

(65) 

where the random variable m is drawn from a geometric 
distribution, 

p rob [m=J]=yS( l -yS) ” - l  J > O  (66) 

and hence 

0 >1-  sy. (67) 

To summarize both these  exercises, granted these assump- 
tions, we have  shown 

0 > l -  
number of slots/frame 

mean holding time (in slots)/call (68) 

which  is independent of the arrival rate. As the arrival rate 
approaches zero, it is not the exponent that approaches 
zero but rather the constant multiplying the exponential 
term that approaches zero. 

VII .  A. MARKOVIAN MODEL FOR MULTIPLEXING 
VOICE AND DATA OVER  A SINGLE DIGITAL LINK 

In this section, we analyze a Markovian model of a 
totally shared voice and  data link multiplexer. Both the 
assumptions and method of analysis are different from  that 
described earlier. 

A. Model 

The total transmission capacity of the link is C bits/s. 
Each voice call is transmitted at a fixed bit rate, denoted 
by R,, for the duration of a voice  call. The duration of 
each voice call forms a sequence of i.i.d. exponential ran- 
dom variables with mean duration 1/P s. The interarrival 
times of voice  call attempts form a sequence of i.i.d. 
exponential random variables  with  mean interarrival time 

The interarrival times for data messages form a sequence 
of i.i.d. exponential random variables with  mean inter- 
arrival time l / h  s. The length of each data message forms 
a sequence of i.i.d. exponential random variables with 
mean message length B bits. 

The maximum number of voice  calls permitted to simul- 
taneously use the channel is S calls. We  see that 

C >/ SR,.  (69) 

The transmission capacity (in bits/s) available for data  at 
any given instant of time,  given that there are K = 0,. , S 
simultaneous voice  calls in progress,  is 

l /a. 

data transmission capacity = C - KR, K = O,l,. . . , S .  

(70) 
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The  rate (in messages/s) at which  messages are transmitted 
at any  instant of time is the data transmission capacity 
divided by the mean  message length (in bits) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

C zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAKR, 
B 

message transmission rate = p = 

B. Analysis [32] - [34] 

The number of voice  calls in progress at time t is 
denoted by V( t ) .  The number of data messages buffered in 
the queue at time t is  denoted  by N ( t ) .  Granted  the 
previous assumptions, [ V( t ) ,  N( t ) ]  forms a two-dimen- 
sional Markov chain with a discrete set of states and a 
continuous time parameter. This Markov chain has a non- 
degenerate long term  time  averaged distribution if and 
only if 

S 

A C T K P K  (72) 

where rK, K = 0,- . , S is the invariant measure for the 
number of  voice calls in progress. Let A denote  an ( S  + 1) 

X ( S  + 1) matrix, where 

K=O 

A=diag[po,. . . ,ps]  . (73) 

Let B be an ( S  + l ) X ( S  + 1) matrix that is the minimal 
solution of the following  matrix equation: 

B 2 A + B [ P - A I - A ] + A I = 0  (74) 

where P is the generator of the voice call Markov chain and 
I is  the ( S  + l ) X (  S + 1) identity matrix. By this, we mean 
that B can be calculated from the following iteration: 

B = lim BJ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
J-00 

B J + l =  [B,A + X I ] [ A I + A  - PI-' 

J=0 ,1 ,2 ; - .  ; B o = O .  (75) 

Let the long term time averaged distribution of the Markov 
chain associated with [V( t ) , N ( t ) ]  be denoted by QKJ,  
J=O;. . ,S ;  K = 0 , 1 , . . -  where 

lim prob[N( t )=K,  V ( t ) = J ]  =eKJ 
t'00 

K = 0 , 1 , 2 * * *  ; J=O, l , - . - ,S.  (76) 

The row vectors associated with this matrix 

QK=[QKo,QKl, . - . ,QKs] K = 0 , 1 , - . .  (77) 

are  the fraction of time, averaged  over a suitably long  time 
interval, or the probability, of finding K messages in the 
data buffer. Granted the above assumptions, it is straight- 
forward to show that 

where 'IT is the invariant measure associated with P 

S 
n='ITP T K = l .  (79) 

K = O  

We find it useful to define a related quantity, denoted p K ,  
which  is the long  term fraction of time there are K mes- 
sages in the data buffer 

S zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
p K =  Q K I  K = O , l , . * * , S .  (80) 

I=O 

The moment generating function for the long term  time 
averaged  number of  messages in the buffer is given  by 

S s s  

(81) 

The  random variable Tdelay denotes the message delay, 
measured from the time it enters the system until it is 
completely transmitted over the link. The  long  term  time 
averaged distribution for the time in system of a  message  is 
denoted by GTdelaJY) with associated moment generating 
function 

which  in turn must satisfy [lo, p. 156, eq. 201 

The mean  message delay is  given  by 

Different techniques are available for numerical approxi- 
mations to desired measures of performance.  These are 
omitted  in  the interest of brevity. The findings and inter- 
pretations  are identical to  that described earlier, lending 
further credence to these results. 

VIII. DEDICATED TRANSMISSION CAPACITY: 
Two SPECIAL  CASES 

Before  we conclude, we summarize illustrative available 
results for dedicating transmission capacity for data  or 
asynchronous  message streams. Furthermore, the models 
are analytically tractable which  can  be a great advantage in 
practice. The first case is a bulk  service  queueing  system, 
while the second  involves  assigned 1 slot/frame to 
asynchronous traffic and  one  or more slots to the synchro- 
nous traffic. 

A. No Synchronous Traffic 

If there is no synchronous traffic,  data arrivals are 
multiplexed onto the transmission link in order of arrival. 
R ,  denotes the number of data chunks  which  were availa- 
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ble for transmission during frame zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAn but which  were  blocked 
from so doing, Then, R,  obeys the following  recursion: 

R,+l  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= max(0, R, + zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAD, - S )  R ,  = 0 (85) 

where D, is the number of data chunks arriving during 
frame n. 

If S =1, granted certain reasonable assumptions, this 
can be handled by standard techniques. In fact, if there are 
different data streams with different urgencies, the data 
delay statistics for each type of data stream can  be found 
using static priority arbitration [lo]. 

What if S > l? In a pioneering paper [3], the long term 
time averaged distribution for the number of data chunks 
in the system at the start of a frame was found, provided 
the sequence D, are i.i.d. random variables.  Since the pair 
of random variables for the duration of busy period and 
number of tasks executed in a busy period is a sequence of 
i.i.d. random variables, the mean data delay  is estimated 
consistently by dividing the number of data chunks in the 
system by the mean data arrival rate. 

B. One Slot for Asynchronous  Traffic  and  the  Rest for 
Synchronous  Traffic 

If 1 slot/frame is available for transmission of messages 
generated by asynchronous traffic and the remaining S - 1 
time slots are dedicated to transmitting synchronous traffic, 
the data delay statistics can be calculated exactly  (cf. [l]). 
The random variable qync denotes the time the link is 
denoted to synchronous traffic, while the random variable zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Tasync denotes the time required to transmit one chunk of 
asynchronous traffic. We assume the asynchronous traffic 
interarrival times are i.i.d. exponential random variables 
with mean interarrival rate A,  and each asynchronous 
message requires one slot to be transmitted. Given these 
assumptions, the mean asynchronous traffic delay, defined 
as the time from arrival until transmission, has a moment 
generating function given  by 

with associated mean delay given  by 

For example, if qync = ( S  - l)Tasync, then 

(88) 

Note that for light traffic, X(S -l)Taswc << 1, the mean 

data transmission time delay is augmented by a factor of 
roughly +S which  could be considerable. 

IX. SUMMARY AND CLOSING COMMENTS 

Our goal  was to study properties of the statistics of R,, 
the amount of data waiting to be transmitted at the start of 
frame n, which  was  governed  by the recursion 

R,+l  = max[O, R,  + D, + V ,  - SI. (89) 

Two phenomena are present which can impact traffic 
handhng characteristics zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

0 fluctuations in D,, V,, or, in other words, the shape of 
the distribution 

0 correlation from frame to frame of D,, V,, or, in  other 
words, the relative time scale of the different types of 
traffic. 

Under certain specific assumptions, we showed that, 

lim prob [ R,  > k ]  = constant X wk (90) 
n-+m 

and explicitly evaluated the constant and w .  The transient 
behavior of the system is related to time scales of the order 
of l / w  which  is also of great interest. 

How can we combat the phenomena here? There are a 
variety of methods. One approach is to dedicate a given 
amount of transmission capacity to voice and a given 
amount to data,  and engineer these two  systems separately. 
The voice transmission capacity could be chosen to meet a 
lost calls  cleared grade of service,  while the data transmis- 
sion capacity could be  chosen to meet a delayed  message 
grade of service. The problem in the example here was the 
transmission capacity was shared or pooled, and the voice 
swamped the data. A second approach is as follows. In 
many applications, the amount of bits transmitted due  to 
voice  is much much greater than  that  due to data:  rather 
than demand the relatively small amount of data be de- 
layed by the relatively large amount of voice, why not 
reverse the priorities? Simply  give the data higher priority 
over the voice, and if there is a surge in voice, drop the 
voice bits  and not the data bits. This is possible because 
people are generating the voice, and will detect problems 
(clicks, unusual sounds, spurious signals, and so on) and 
will retry (“What did you  say?” or “Could you repeat that, 
we  seem to have a bad connection!”) 

These are only a few  of the possible approaches for 
multiplexing voice and  data together over a shared link and 
providing acceptable service for each. The purpose of our 
analysis is to uncover the problem, which  might not be 
obvious a  priori. 
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