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Figure 11.3.Circuit Switching Local Arca Network

Figure 11.4.Packet Switching Local Area Network

istributed conteol is a ring, where each station receives messages from only
ne station and transmits to only one station, This taxonomy By ne metns
chousts the design shernatives, These topologies are currently the most
opular, and we will confing attention to them from this paint on.

.21 Additional Reading

(1] J.H.Sultzer, D.D.Clark, k. T.Pogran, Why a Ring?, Procecdings Seventh
Data Communications Symiposium, pp.2E1-217, 27-29 October |981,
Mexico City, Mexico, ACM 3533810, IEEE §1CH1694-9,
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In this section we focus attention on & bus or broadcast medium local aseu
network, while in subsequent sections other variants are explored. Here, a sci
of stations are geographically separated, and send and receive messages on o
comman broadeast mediom called a bus. What are the states of the bus?

o Jdlg=- No transceiver in active, and all transceivers recopnize this within o

given Hme onit

® Tranimii-- Exactly onc trapsceiver is actively transmitting a messaze

successiully
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11.4 Token Passing Access via a Bus

The figure below shows illustrative operation of a token passing or distributed
polling system; stations zero, one, four and seven have messages to transmit.

STATION ADDRESS

o~ 1 1.8 4 58 7
PRSI et e B —t— L
Ts Ts T T Ts T T Ts TIME

Figure 11.7.Illustrative Token Bus Operation

In the scenario shown in the figure, station zero transmits, then passes control
to station one, station one transmits and passes control to station two, and so
torth. The mean time to transmit & message is denoted by T, and it includes
both data bits and framing bits. The mean time to pass the token from one
station to another is denoted by Troken.

What are the salient features of distributed polling or token passing
transmission medium access? Stations are logically organized in a ring; this
allows separation or dedication of transmission capacity to different types of
services, by simply assigning a given number of visits per polling cycle to cach
service. For example, if a work station offered both 9.6 KBPS data service and
64 KBPS voice service, the voice port could be visited eight times (we have
rounded upward from the smallest integer greater than 64/9.6 to get eight) as
often as the data port, ic., we are dedicating eight times the transmission
capacity to voice as to data.

Load balancing is possible via two mechanisms: First, token passing can
control the number of visits per polling cycle per station (if one station has
twice the load of the other stations, visit it twice as often). Second, token
passing can control the maximum number of frames transmitted per visit; if
one station has a lot of traffic (e.g., a printer, a gateway, or a disk) while the




H,l.

= T e e e s o svannm wich i of messages will transmit for g
long time if there is no limit on the number of frames transmitted per visit, and
all the other stations must wait for it to finish. This can lead 1o unacceptable
delays, but the bus can be very efficiently utilized. I & limit is set on the
maximum number of frames that can be transmitted per visit, then each of the
terminals or work stations will g=t Bocess just as under light load, while the one
station with lots of messages will be delayed (but it will be delayed anyway
since it has so much to transmit, the only auecrinn ie hos m kil

s s PR uasainzaon 15 Dounded by a linear function of the numbes
of transceivers (typically this is & constant due to bus Propagation and circuitry
transients plus a linear term due to the transceiver processing) because control
mmhmdmuchmhnathnmh:rh;mpdﬁng:ﬂh

Under heavy load high throughput is achieved because in this regime the
transmission medium will be busy transmitting messages under load, not
passing the token from station o Etation,

nemuplE N Lne 0CR] ares DEiWx e ARAAN oy
station B ready to transmit & packet or frame equals the time for the
token ulate through one half of the tor number of stations N, on the
averag

Tw =W Troxew N one out of N stations active
his immediatel gives us the mEXimum mea ghpu e fo

always actjve:

- = wEwm

mryoweny + T

With evi n {all N) active, the mean wiaiting is given by
Tw = NTropey + (N—=1)Ty alf N stations active
lis in turn  ives us an upper bound on the mean throughout rate

Supposc the [raction of time the transmission medium is busy transmitting
dita, the bus wiilization, is fixed. As the number of stations is incregsed B
that the amount of data per message per station decreases toward zero, the
mean wailing time or delay experienced by any station in transmilling a
message will increase above any fixed threshold, because more and more time
will be spent passing the control token [rom one station to another rather than
transmitting data. In this sense, token passing is said to be LHETable,
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If we fix the utilization, the fraction of time the bus is busy with fata
tranamission, and increase the oumber of stations, each siation will be less und
less likely to have a message to transmit, but we will still pass the token
through cach station, increasing the lotal message wailing Hime. What & the
point? Utilization of the local arca network transmission capacity may be an
inadequate or incomplete measure of system loading: we must also describe
how many stations are attached, and how active cach of them is, in order 1
say anything concerning the traffic handling characieristics of such a system.

LLS Token Fassing Mean Valwe Analysls

This section deals with several limiting cases in order to gain insight Inw
bounds on the mean throughput and delay,

i1.5.] One Message Always at Every Station Assume one message is aiwiys
ready for transmission at each siation, Every station i continually offering
work, and the system I3 never idle.

First, we fix notation. R g (&) denotes the maximum mean throughput rute of
messages from source K, K=1,..N. Ty (K} denotes the mean amount of time
required for @ message to be lransmitted from source K K=1..N once the
setially reusable channel is scized by that source. Source K, K=1...N is
visited F{K} times per polling ¢ycle.

First, we assume there is no overhead incurred in token passing. Lo bound the
best possible performance. The fraction of time this serially reusable resource
it busy handling requests from source K is simply the mean (hroughput of that
source times the mean service time for that source :

UIE) = Rpaa(K) % TylK) K=1_..N

where U{K) is the utilization or fraction of time source K is active. In order
to insure that the system can keep up with itz work, we demand the fraction of
time the serially reusable resource is busy must be less than ooe:

. |
T UK = 3 RualK) % TorlE) < 1
E=1 K=l

Now we include polling overhead, During a polling cycle, the link is assumed
to be busy either executing work from a source or busy deing overhead work in
switching from one source to ancther, We denote by Tp the tetal mean time
interval that the system is busy cxccuting overhead work during one palling
cyele, i.e., the sum of times to move from a source through all the other sources
in & cycle and return, with no station transmitting any messageas at all. We
denote by €, the maximum duration of one complete polling period or cycle.
Sinee every source is assumed to always have a message, we are computing the
worst case performance under congestion. Since we assume that the sysiem is
busy either doing useful work or doing overhead, the polling cycle must satisly



CHAPTER 1] LOCAL AREA NETWORKS 541

o
Coss = Ta + F TolK) x V(K
K=]

Since we assume thal each source always has 4 message to be sent, the mean
throughput rate for source K K=1..Ni

Romcl) = LKL _ Yikd K=l,..,N
e Tot+ BTy x KK
K=]

H.5.2 Polling Statfons that are idle and Active Assume the system is always
busy with polling overhead or message transmission, but the sources may be
busy or idle. In the previous section, we caleulated the maximum mean
throughput rate and the maximom cyele time: here we see

RIK) € Rppy K=1..N Cx Cmax

Since there is only one reasable message ransmission medium, the fraction of
time the sysiem spends in the overhead and messare states must sum to one,
-

Ta Ll
Tt ZRE) % TylK) =

K=1
Solving for C, we get
. Ta

-

w
I—ER{K} ® TulK)

K=1
The duration of a polling cycle is proportional te Tp at all iraffic rates:
measure this to see if your actual system is performing us cxpected (doubling
the mean overhead time should double the mein cycle time, for a fixed
workload), If each source is polled once in a palling cyele, the reciprocal of the

pelling cycle is an upper bound on the mean throughput rate for each source,
More generally,

i -

RU) € fg—" Jel N

= imr} X T (K)
RU) € Wif) » —E

To
I'he figure below plots an illustrative feasible region of mean throughput rates

for the special case of two sources. This is a convex set, with the convex hull
given by the static priority policies,



5472 PERFORMAMNCE AMALYSIS PRIMER

CIAPTER Il
ME AN rllﬂ["'mm:m-j‘mm{ﬂ]
THIRA G-
FUT RATE A +RE TuremgetElat
SOUACE 2 s S
e v

=

ek e 2 T ARG
g L1t SOUACE 2

o, e MY
FE'-’:E'E._r_ T ﬂll]Tqﬁ#lL*,El‘i‘.’l T
= .:'_.. -\.......-:_- : .. ; “_[Fm?m;"gﬂﬂ_'H

et

T bdk )

Tarsmagr 0

T M0 SCURGES, TOHE WISIT CACK
#EA POLLIMG BYCLE

Figure 11.8.INMustrative Mean Throoghpat Feasible Region

11.5.3 AN Sources Generate Tdentical Workload IF the sources hawe denical
iraffic characteristics, so that

RE})=R TulK)=Ty —

I-N =R % TH’
R A PRI

- 1_1:
Rq Tﬂ.""H“TH

Mow let us examine the mean delay for each source here. We observe that
cach source is busy {either quewed or tramsmitting data) for 2 mean time
interval denoted Tp, or is idle for a mean time interval T,. The mean

throughput rate for each source, by definition, is simply the reciprocal of the
sutn of these two time intervals;

= teoge
R ===
'-Eﬂ.' I T
If we peareange this, we see that

Tp= _ = 1T;

R
Using the earlier upper bound on throughput for identical sources,

To 2 Ta+ N 8Ty =T,
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In practice, Ty may be & constant dependent on the round trip propagation
time plus a term proportional to the number of source visits per cycle

Tp 2 Co+IN x (C+TuHl =T,

The figure below shows an illustrative feasible region of mean delay for 2 given
source,
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T wessanE

Figure 11.9.Mean Delay vs Number of Stations
There are two regions evident:

# Light loading=-the serially reusable resource is lightly leaded, so the mean
delay is simply the time required to transmit data, with virtually no
quedeing; the different sources are the bottlencck in this regime, not the
serially reusable resource! The different sonrces cannol genetale enough
message to congest Lhe link,

* Heavy loading--the serially reusable resource is heavily loaded, so the mean
delay, queueing Plus data transmission, increases linearly with each
additional soorce: the serially reusable resource is the botileneck

If we poll a given source more frequently, the throughput for that souree would
increase, and the slope of Tp (K} would decrease in the heavily loaded region,
However, this might be aceomplished at the expense of increasing the polling
period, thereby reducing the upper bound on throughput for other sources.

A key concept is that of fogd balancing,” The idea here i3 to configure the
System s0 that the fraction of tme spenl per visit per siation during a polling
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cycle is roughly equal or balanced. For example, if there are three stations,
and during heavy boading ooe station typicilly has two messages per cycle
while the other stations have one mcasage per cycle, then we could allow each
stalion to transmit a maximum of one messige per cycle, and visit the heavily
loaded stition twice per cycle. Pot differently, if we Pul no limit on the
maximum amount of messages that a station can transmit per ¥isil or poll, then
any station can drive the system to complete utilization, but the delay might be
unacceplable for some stations. 17 we put a limit on the maximum amount
that any station can lransmit per poll, then no station can drive the link to
complete utilization, bot the delay might be made acceptable,

11.54 Finite Source Mean Throughput and Mean Delay As mprates What if
we hive one terminal or source on the system, i.e.,, N=17 Then we se= that the
source is idle or active, and the active time is the Ume to gain access to the
channel plus the messape transmission time.

To+ Ty + Ty =C one terminal
The reciprocal of this mean cycle lime is the mean throughput rae

B IR
Fot+Tu+ T

I N is greater than one, and each source has a Iessage L (ransmit on each
vizil, then

R fermial

NeTo + NxTyu + Ty =C N terminals
Y .

NeTa + NETy+ T;

which for large N und fixed 7 will approach that of a single source!

A different type of insight s gained if we start with our fundamentsl identity
(5 N

We now fix the quantity N/T; =X al a constant but allow the number of
stations and the mean idle time per station to approach infinity together:

— R N lerminaly

P LA - —Um M= roprtan = e
Iy —sa TH T_" T;

where U,y is the mazimum atilization of the serially reusable resource. All
mean throughput and mean delay studies are devoied to calculating U\, for
different worklead statistics, and access policics,

EXERCISE: Can you caleulate 4 lower bound on mean throughput rate and a
correspending upper bound on mean delay?
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11.6 Exhasstive Polling of Two Quewes with Switching Orverbend

Here is a case study o illustrate the complexity of analyzing the traffic
handling characteristics of exhaustive polling of two stations, which % a case
that can be compleiely handled. The model ingredienis are:

» The message arrival statistics--Each station has simple Poisson arrival
statistics with mean arrival taie Ag to station K=1,2

= The message length statistics--The sequence of message lengths for either
station are independent identically distributed random variables, denoted by
By bits for station K=12.

# The scheduling policy—-Each station i3 polled (o exhaustion upon visiting a
station; messages are queued in order of arrival for transmission,

We are also given the link transmission speed, BPS, measured in bits per
second, and the total time to switch from one gueuwe to another and back again
given that no message is present al either quene, denoted T i -

The mean queuwcing time at queus one, including both waiting and message
Iransmission Hme, s

ME (B /BPS(=U) 40,E(8,/BPSY T AE(B,Y/BPSY)

BT = 0 (-0, 0 O-U U2ty Up T 20-0)
(U Towrtend )\ E(B)/BPS  K=12
Hi-U,—Uy K i

By interchanging indices onc and two, a similar expression follows for the mean
queusing time al queus two.

In order 1o gain engineering insight into the behavior of this system, we vary
the following parameters:

» The fraction of wotal arrivals to the system that arrive at queue one F1{1)
& The mean nomber of bils per message at queue one and queus two

# Fluctuations in the message length about its mean value for queues one and
two, measured via the squared coefficient of variation which is the ratio of
the varance divided by the mean squared, so it measures fuctuations
[standard deviation about the mean} in units of mean message length; zero
squared coeflicient of variation 13 no variation at all, squared coefficient of
variation of one is the exponential distribution, and so forth

Ouwr goal is to plot the mean delay of messages from quese one and quewe two
a3 a function of the total utilization of the transmission medium. Not
surprisingly, these figures show that the station with the greater wtilization, ie.,
the station that is busy the greater fraction of time, will monopolize the
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{1.6.0 Made! Here is one model for analyzing performunce of 3 token passing
ar polling system:

= N stations each penerate messapes according 1o simple Poisson arrival
statistics, with mean message interarrival time 1/% (each station generates
messages with the rame arrival statistics)

® The messapes form a sequence of independent  identically distributed
random  variables drawn from an arbitrary distribution with message
transmission time denoted by Ty (each station genetates messages with Lhe
fame message length statistics)

# The stalions are visited in a cyclic manner; after all messapes are removed
from the bufer at one station, L.e., the service is exhaustive, & time interval
of duration Ty passes doing overhead work before reaching the next station;
all messages are removed from that next station, intluding both messages
present al the arrival to that station and messages that armive during the
transmission of the initial workload; finally, the next overhead time interval
is entered
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Giranted these assumptions, it can be shown that the mean waiting time {the
lime & message is delayed due to waiting for the token plus waiting for all
carlicr arrivals to be transmitted) s piven by

 NAE(Ty") 1 — AE(Ty)
ElTw) - ga= NAE (Tug)) | = NAE(Ty)

The mean waiting with zero overhead, with messages (ransmitied in order of
arrival, gives 4 fower bound on the mean waiting time with polling:

A GE (Tt

Epatting T} = Eovder of arrtvat \TwY + Ecpertead (Tw) 2 Eorter o arrivst LTw)
NAE(Tu)
= NAE(Tu))
, L= 3T
Eowtead (Tw} = VE(To) T g

The first term depends on both the first and second moments of the message
lenpth seatistics, as claimed. The second [erm in the mean wiiting time
expression psing polling is due to irregularities or floctoations in the cycle

Eurier of arrivai T} — i
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times
The mean delay, queucing plus transmission, is given by
.E{Tp:' - E{T‘p’:’ =+ E{TH'}

This analysis is useful for developing a great deal of insight into the behavior of
communication sysiems.

11.6.3 An Example: N Stations Gemerating Idemtical Message Traffic A
communication system consists of a single serially reusable resource, a serial
bus, shared by N stations. The bus wiilizaton or offered load is fixed,
measured in the [raction of time thal the transmission medium is busy
transmitling data, and excluding the fraction of time the transmission medium
i used for token passing control. As the oumber of stations is increased so
that the amount of data per message per station decreases toward zero, then
the mean waiting time or delay experienced by any swation in transmitting a
message will increase above any fixed threshold, because more and more time
will be spent passing the control token from one station to another cather than
transmitling data. In this sense, loken passing is said (o be wastable, The



3M) PERFORMANCE ANALYSIS PRIMER CHAPTER 11

bgure below plots mean messege waiting time lexcluding messupe transmissior
time} Tor Lwenty 10 one hundreed stations, as o function of bus wiilizution. The
FEMAINING rrameters are summarized in the table helow.

Tahle 11.1.Madel Paramerers

Rus Clack Rate 10 MEBFS
Token Hewder Gh Bits
Rownd “I'rip Propagation 240 usec
]:'ﬂtl.l'l 206 Flaul
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& 20 STATIONS

ol & 40 STATIoNS
*ED STATIONS

B BO GTATIONS

o100 STATIONS

o =

DEL&Y] (mzach

3 : L
[+] 0.2 0.4 0.6 0.8
UTILIZATION

Figure 11.14.Mean Message Walting Time vs Bus Utilzation

Under light loading on the bus, a station will have 10 wait for the token to

circulate through one balf of the total number of stations W before it will be
allowed to transmit:

1.0

T =1 Tropen N Npht foading

Each message is assumed 1o be one thousand bits leng, and hence requires one
hundred microseconds to be transmitted, Ty, This determines the maximum
mean throughput rite:

Maximum mean throughpul rate  s——— meszapes frec
Tioken + Ty



CHAPTER LOCAL AREA NETWORKS 551

If we fix the utilization, the fraction of time the bus is busy with data
transmission, and increase the number of stations, each station will be less and
less likely to have a message to transmit, but we will still pass the token
through each station, increasing the total message waiting time,

What have we learned? The utilization of the serially reusable resource, the
link or bus, may be an inadequate or incomplete measure of system loading: we
must also describe how many stations are attached, and how active each of
them is, in order to say anything concerning the traffic handling characteristics
of such a system. Stating that a network is fifty per cent loaded, does not
imply than congestion delays will be negligible. More information concerning
how the network is being used, how many stations are doing what sorts of
things are required.

11.6.4 Polling Siations with Different Workloads What about different
stations generating different message loads? Some stations genecrate and
receive more messages than other stations. One way to handle this is to think
of bounding two extreme cases:

* All the messages are generated by one station, which will be the best
possible delay performance

¢ All the messages are generated equally by all stations, which will be the
worst possible delay performance

To do the best case, we assume an intervisit model where the token is passed to
(¥—1) other stations and then to the station with all the work.

To handle the worst case, we use the formula given in the earlier part of this
section,

Combining these two analyses, we plot the mean message queueing time versus
bus utilization below using ten megabit transmission speed, and typical protocoi
header bits, and bus propagation time. Always plot these graphs to see how
important imbalance is Sfirst before jumping to conclusions! For twenty
stations, for practical purposes the two bounds are identical; for one hundred
stations, the two bounds can be far apart. For twenty stations, no more
analysis may be needed: for one hundred, more data should be gathered on

message traffic.

11.6.5 Terminal Polling vs Host Computer Polling Measurements are carried
out on a communication system. First, the frequency of arriving messages per
terminal is measured:
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Tahle 11.1.Terminal Arrival Statistics

L

Messages  Intergrrival | Messages  Imterarrival
r Hour  Timefrac) | per Hour _.T!E&.'Eﬁ"..
J ] 360 30 120
15 240 35 103
20 180 4} H)
25 144 45 &0

The terminal transmission statistics are given by the following distribution:
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Table 11.3. Terminal to Compuber Transmission Statstics

_ —— — —— L =

Percentage Number of Eight Bit Characters
4% 80 characters
05 &1-320 characters--mid range 200 characters
% 321-T00 characters=--mid cange 510 characters
M T01-1500 characters--1 100 characters

The distribution of the number of charscters received by each terminal is given
in the table below:

Tahle 1 I.d..l:ulg to Terminal Transmission Siatistics

Percentage Number of Eight Bit Characters
2% BO-240 characters=mid range 160 characiers
20% 241-480 characters--mid range 360 characters
2% 481-720 characters--mid range 600 characiers
20% 721-1440 characters--mid range 1080 characters
0% 14411920 characters--mid range 1680 characters

We are interested in the mean number of characters transmitied (both ways)
per polling visit to an active station, and its variance; this is simply the sum of
the means and variances, respectively, of the total number of characters
transmitted both ways per polling visit.
Col = varfance of number of tramsmitted characters
g [mean mamber of transmitted characters|?

Mate that the message distribution may be adequately modeled by an Erlang 3
distribution {why7)}. Generate a quantile-quantile plot to check this!

For the numbers of intarest here, using the above distributions, we see

mean number of transmitted characrers = 1176 characters
variance of number of transmitied characters = 447968 characters’
squared coefficient of varigtion = (.3272

Thus, the fuctuations are oot nearly as gresal as an exponential distribution
would generate, based on this criterion.

We now combine gll this information to determine the desred number of

terminals,

* Two configurations are considered, one with host computers alone, one with
terminals aloné

o The mean interarrival time of messapes from terminals (30 seconds) or
from host computers (30 msec)
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= The transmission speed of the link Lone, three and ten megabits per second)

o The number of charpcters required to inleccogate o given terminal to
determine iT it hits a message or not, called a fag Ceight 1o twenty four bite

® The one way propagation time of a bit (one to tén microseconds)

o Pdessage leppth statistios: menn value of one thovsand 1o iwo Choosand bics
puer messige, with a squared coefficient of varintion of zero or one, The one
way propagation G wad lxed pf fve microseconds,

e tables below swmmarize the results of variouws caleelntions for such a
valom:
Fable 1L5.Maximum Number of 'Huluru'h 1-'r:|ﬂ| Mean Response 10 msec or Liss

One MepabinfSee Ling "F',I'Jr'-l’r.f--flrfr'mr A sssape Size = JO00 Bty
Sogiared Covflciem r¢|" Fariation fur Mesiage Length =)

Fl:.l;e-.'—';'.:rrfm.’ Nunber u,l" ftes ol Cherlieao Saniree
Time &5 | i hidrs A Ry 1o hitx X i
0 sec 29,995 2,093 | RS (W
i) meeo L an ElY] 29

Sql:mn:r.l' C n:l‘c:ﬂr.rr'n! af lfa'rfrurrj.-r Jor .‘.,n ssage h'ugi—u

Interarrival | Mumber of Bits af verheadiSourcr
T i hits 8 bhits [ hisa bty
0sec | 89,973 6,708 3,484 2,353
M msec 90 M L] ¥

Table 11,7 Maximum Number of Sources with Mean Response 10 msee or Lesy
 Ten MegabitfSee Line Spred-- Mean Myssage Size =000 bty
sieared Cogffecient of Variation for Meisage Lengih =1}

federarrival | Muniher of Hits r{.lf' OverheadiSouwrce

Tt | {1 Biex & Bty 16 ity M i

M seg 290510 22,K5K 11,282 E.028
A0 mises 340 297 243 200

In addition, the menn messepe length was voried o two thousand  bits per
messupe, which halved all the nbove numbers, the squared coeflicient of
wirktion was varied 10 one, which changed the above numbers by ot most
hundredths of a percent, the threshold was varied w0 twenty milllscoonds with
virtwally no change on Ibe above aumbers, und the one way propagation time
wivs varied from zero 1o thirty microseconds with virtually no impact.

he numbers chaosen here show that
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® The terminal interarrival time per message, line speed, and mean message
size are significant in determining traffic handling characteristics

® The overhead per source visit, the threshold chosen, and the one way
propagation time have less of an impact on system behavior

Again, we stress that a variety of other factors, such as the hardware and
software design for the communications interface, can and must be considered
In assessing this approach for a given application.

11.6.6 Additional Reading

[1] R.B.Cooper and G.Murray, Queues Served in Cyclic Order. Bell System
Technical Journal, 48 (3), 675-689 (1969).

[2] R.B.Cooper, Queues Served in Cyclic Order: Waiting Times, Bell
System Technical Journal, 49 (3), 399-413 (1970).

[3] A.G.Konheim, B.Meister, Waiting Lines and Times in a System with
Polling, J.A.CM., 21 (3), 470-490 (1974),

[4] P.J.Kuehn, Multiqueue Systems with Nonexhaustive Cyclic Service,
Bell System Technical Journal, 58 (4), 671-698 (1979).

11,7 Carrier Sense Collision Detection

The figure below shows illustrative operation of a carrier sense collision
detection system:; stations zero, one, four and seven have messages to transmit,
just as in the token passing poiling case. In the scenario sh. wn there, two
collisions occur, and stations seven and four transmit earlier than in the token
passing access. In the illustrative scenario shown, stations zero and one
aitempt to seize the channel simultaneously within a collision window; both
schedule retransmissions for a later point in time, and so forth until ali
messages are transmitted.

Almost immediate media access is possible under light traffic. Put differently,
the waiting time is zero under light load, and hence

Iw O one out of N active —mean throughput rate r
M
If a station can exhaustively transmit, then the utilization of the transmission
medivm can be driven to one hundred per cent. However, this can lead to
unacceptable delays as some stations are locked out by other stations. Traffic
can be controlled by limiting the maximum number of frames transmitted per
local area network access by each station; this allows stations that rarely
gencrate messages a chance to access the local area network, while delaying
those stations with a lot of message traffic. On the other hand, the utilization
of the transmission medium cannot be driven to on¢ hundred per cent. Time
required to resolve conflicts is unbounded because no station is successfu! in
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Figure 1.16.Illustrative Operation of CSCD

transmitting its message when a collision occurs (positive feedback?). If the
total offered load (bits per unit time) is fixed but the number of stations is
increased, more and more collisions will take place to transmit one message,
hence the mean delay and message waiting time will increase above any
threshold. Utilization is not a complete measure of the loading on a carrer
sense collision detection local area network, and more information must be
given about the number of stations and what each station is doing in order to
say anything concerning delay. The mean waiting time to transmit a message
grows faster than any linear function of the number of stations attached to the
local area network.,

A fundamental parameter in a carrier sense collision detection local area
network is the slot time (denoted here by T,,) which roughly speaking is the
worst case time required for a signal to propagate from one end of the network
to another, plus account for circuitry transients. A variety of theoretical
analyses for carrier sense collision detection access for a local area network
have suggested that if N identical stations are connected to the bus, with each
station always idle, the maximum mean throughput rate of this system is

th hput rat
roughput rate & Ty + Qe—17T

In words, there will be roughly 2e=5.43.. collisions for every successful message

transmission. This has not been validated by controlled experimentation on

actual networks. A great deal of evidence (both analytical and simulation)

suggest this is in fact a very reasonable first cut sizing of maximum mean
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throughput rate.

What about mixing voice and data with such an access policy? Again, there
are no publicly available and independently reproducible results to date, but
there is a body of evidence that suggests the following scenario is quite
plausible. We will assume voice will require 64 KBPS of transmission capacity
for the duration of a voice telephone call, say one hundred seconds. With a 10
MBPS transmission speed, we can have at most the following number of
simuitaneous voice telephone cails;

maximum number of simultaneous voice telephone calls = :531{:}‘:5 = 156

For virtually any scenario proposed to date involving digital voice and low
speed data transmission, the total number of bits transmitted will be
predominantly voice: check this yourself. People typically make three to six
telephone calls per peak business work hour, lasting two to three minutes each
on the average, which generates a Jot of voice bits relative to the amount of
data bits each person might generate.

If we have much less than this maximum number of simultaneous voice
telephone calls in progress, then it may be possible for the data messages to be
interleaved with voice packets. If we have much more than this number of
simultaneous voice telephone calls in progress, because we have many many
more voice packets than data packets the vojce packets will be more much
more likely to be successfully transmitted (this is the nature of the access
method), voice packets will swamp the transmission capacity, and data packets
will be locked out from using the local area network.

Suppose we have much less thap the maximum number of simuitaneous voice
telephone calls in progress, say 100 simultaneous voice telephone calls during a
peak business work hour. Rarely, say one per cent of the time, there will be a
surge or fluctuation about this mean value, and we will have gif the available
transmission capacity occupied with voice packets. There are thirty six
hundred seconds in one hour, so one per cent of the time, or thirty six seconds
out of the hour, the local area network will be completely busy with voice: as
far as data is concerned, the local area network will have failed, i.e., there is no
transmission capacity for data. Furthermore, the duration of these surges of
voice will be ten seconds here, five seconds there, fairly unpredictable,
throughout a business hour. Remember there are higher level protocols for
How control with timeouts: these additional control mechanisms were not
designed for handling voice and data, only data, and as far as data is
concerned, the local area network has failed at this point. The question is not
will this occur but rather how often will this occur: in order to answer that, we
clearly need to be more specific about the voice services and data services, but
the phenomenon we have Just described must be present: the time scaie for



558 PERFORMANCE ANALYSIS PRIMER CHAPTER

voice is tens of seconds, while the time scale for data is tens of milliseconds,
and hence a short fluctuation in voice load looks like it lasts for a very very
long time in the world of data. |

At the present time, our understanding of carrier sense collision detection
access is relatively incomplete compared with that for token passing access: we
understand how one station loads the system, and how an infinite number of
stations load the system, but we have no idea of any intermediate (such as two
stations) case, either in terms of simulations or analysis or data (best of all),
for one service or a mix of services.

11.8 Carrier Sense Access Loss Model Analysis

We will analyze two modes of operation, one without any synchronization
between stations and one with a clock synchronizing station message
transmission attempts. The basic period of the clock is called a time slot, and
hence the two analyses are for unslotted and slotted operation, respectively.

11.8.1 Unslotted Operation with Loss All attempts are assumed to obey
simple Poisson arrival statistics with mean arrival rate of messages A. Since
there is no synchronization between source arrivals, i.e., they occur randomly in
time, this mode of operation is called umslotted. The message transmission
types are independent identically distributed random variables drawn from an
arbitrary distribution denoted by Gy (X) = PROB[T); €X] with associated
Laplace Stieltjes transform érn{z). If a source has been listening to the
channel for at least Ty time units, and the channel is busy with another
message over that time, then the attempt from that source i1s rejected or lost,
and presumably will retry later. The moment generating function for the
random variable for the time interval between successful message transmission
completion epochs, denoted Ty, is given by, from these definitions

Elexp(—zTs)l =

Ty
A-. r - LT‘ a - - 4 . i -
reri Aok _!lhe Mdxe XGi()E(exp 2Ts))

where A is the smallest value of t such that the backward recurrence time from
an arrival epoch of a Poisson process with rate A is Tg. For example, the mean
duration of time between successful message transmissions is

e TR
E(Ty E(Ty) Ty¥ &=

. {15 S TR

The mean utilization of the channel is denoted by U/, where
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- E(Tad
E(Tg)

Thig reaches its maximum valuc when 2 A T -

E{Ty)
El{Tu) 4+ Tul2e = 1)

The interpretation of this is that for every successful message Lransmission,
under maximum link utilization, there will be 2e—1 = 5.39 collisions for BVery
successful transmission. By way of contrast, in 2 space satellite link, we would
choose E(Ty) equal to Ty, i.e., each message will take as long to transmit as
it takes to propagate from the transmitter to the TECEIVEr, 50

£

max [f =

max L --%: E(Tyl =T,

As an example, suppose that a pumber of asynchronous terminals can all
tranamit over o shared 2.6 KBPS channel to o central computer, and i the
terminal packet is received without error the central computer broadeasts back
to all the terminals over a separate 9.6 KBPS channel an acknowledgement. If
no acknowledgement is received, the terminal will try again. An operalor at a
terminal can type one to two key strokes per second, or ten to Iwenty bits per
second; we will split the difference and call it fifteen bits per second. How
many terminals can the link suppord? If the link is a radio link, with a slot
time of 50 u seconds, then

15 bits fOB00 b
15 Bits /0600 bps + 50 prec(2e—1)

With perfect scheduling, each terminal demsands 15 bps of bandwidth, and
hence the largest possible number of terminals is (9600/1 5) =640 terminals, In
fact, we can only utilize the channel 85.3% at mast, and so the largest number
of terminals this could support is B5.3% of 640 terminals, or 545 terminals.
How do we interpred this number? If we never have more than two hundred
lerminals actively using the system. this is fine; most terminals will simply
transmit u keystroke and receive an acknowledgement, with little Toad on the
link. If we have onc thousand or more terminals simultanecusly using the
aystem, most terminals will experience unacceptable delays.

11.8.2 Slotied Operation with Loss In a slotted system there is a common
clock or measure of time for all stations. Time is broken up into equal length
lime intervals called time slots, and all attempts are made at the start of a slot,
For this case, *

s L - = §5.3%

E(Ty)
E{Tqr} + Tﬂ[ﬂ' =1}

The inlerpretation of this is that under maximum link ptilization, there are

max [f =
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z—1 == 1.71 collisions for every successful message transmission For the space
satellite application with £ (7)) = T, we see

maxU-—:.- E(Ty) =Ty

In our example of terminals generating fifteen bits per second of traffic over a
9600 bps link, with a 50 u second overhead time, we see that the maximum
link utilization can be increased to

1S bits /9600 bps
15 bits /9600 bps + 50 usec (e—1)

The maximum number of terminals the link can support is increased from 545
with unslotted or unsynchronized operation to 603 with slotted or synchronized
operation. Is it worth it? This must be addressed relative to many other
factors: link access performance is only one consideration.

max {J = - 94.2%

11.8.3 Aloha Mean Throughput Rate Analysis Here is an analysis based on a
different set of assumptions that leads to the same conclusions as the previous
section.

Messages arrive to be transmitted over a serially reusable link according to
simple Poisson arrival statistics, with mean arrival rate A. The sequence of
message transmission times are independent identically distributed random
variables drawn from a common distribution Gr, (X) with Gr_(z) denoting the
associated moment generating function Elexp{(—2TyJ)]. If a message
transmission attempt is made, and no other attempts are made for the duration
of the message transmission, then the message transmission is successful. If
two or more attempts tc seize the channel are made during a message
transmission, all attempts are unsuccessful or lost and will presumably retry
later.

The fraction of time the transmission medium is idle is denoted by g, the
fraction of time no message transmission attempts are being made, which must

equal
o = ¢ M

On the other hand, the mean transition rate out of this idle state, denoted Ry,
multiplied by the mean sojourn time in this state, denoted 1/A, must equal the
fraction of time the transmission medium is idle:

. Ry

r S

S

Next, we observe that the transition rate out of the idle state must equal the

transition rate into the state where one message is being transmitted, denoted
R]:
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Ry =R,

Finally, the rate of successlully transmiiting messages is simply the rate of
entering stute of one selive transmission and o other messages arriving during

that transmission, denoted Gy, A}
-EI - R] Eﬂr_u}
Combining all this, we see
Rn - R| ) .:LE_\AE{I-J
For the special case where (he MEessdge (ransmission time disiribution is
deterministic, we see
R;g i hﬂ-i‘.ﬁ{!‘.]

If we maximize the mean throughput rate over the message arrival rate, we
find thai

L L
R e FTD)

which is what we found in the earlier section, under different ASSUmMpLios,
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11.9 Performunce Analysis of Slatted P-Persistent Carrier Sease Accoss

Here is an analytically tractable model for CSCD that bounds not only mean
throughput rate bul also delay statistics.

1191 Model A set of stations are connected via a bus. Each station
continuously senses the transmission medium to see il carrier is present. A
elock synchronizes the actions of all stations, with the clock period called &
time slot. A time shot is chosen equal o the worsl case time for energy to
propagate from one station to another plus allow all electronic transients to
decay (o acceplable levels. All transmission attempis begin at the start of a
lime slot, and all messages transmitled are an integral number of time slois. If
4 station has & message 1o transmit, it first atbempts (0 seize the transmission
medium by transmitting a preamble equal o one time slot in duration; if {he
preamble in transmitted without distortion (eg., duoe to another station
transmilting its preamble, which is called a collision), then the station procesds
to transmit its message. If the preamble is distorted, then 3 collision is said to
accuf, and each station involved in the collision will retry at a later point in
time to go throwgh the same process. In a local network, the preamble
transmission time or time slot is typically small compared to the message
transmission time. As the transmission speed increases, the slot time of time
required 1o resolve comtention becomes relatively more important compared to
the mean message transmission time. The retry policy adopted here is called
P-perzistent becanse if station becomes active, and the transmizsion medium is
busy (with either a message transmission or a collision), the station will wai
(or persist) until the transmission medium becomes idle. The parameter p
denotes the probability that a station involved in a collision will retry in the
next time sbot, or with probability (1—p) repeat this retry process in the
subsequent lime slol,

Messapes arrive according 10 a very particular pattern which is practical to
implement as a test procedure or diagnostic in such sysiems: all but one of the
stations afways have a message to transmil, The remaining station generates
messapge transmission atlempts according to Poisson statistics. This will bound
the delay for any one station, i.c., this is &8 worst case analysis. Furthermore,
this analysis is sharp of achicvable, and hence provides a simple check on

operalions.
1192 Message Arvival Statistics N stations are connected to 8 common

transmission medium or bus. A clock signal with period T, is transmitled
over the bus. Every slation but one, e, a total of (W=1) stations, always hag
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& message o transmit, The fnal station has messages armive for transmission
according to simple Poisson arrival statistics with mean arrival rate A

f1.9.3 Message Length Statisticy The message length statistics are identical
for all stations, with the message lengths forming a sequence of independent
identically distributed random variables. The message transmission Hme Ty
has moment generating function Ele """ given by

Ele™™) = BF(K)e™ = B F(K)=1,0€F(K)<]
K= K=
FIK) K=],.. is the [raction of messages requiring K21 time slois to be
completely transmitted.

H.94 Sration Buffering Policy Each station can buffer an infinite number of
messages. Messages are transmitied in order of arrival from each station.

[1.9.5 Transmission Medium Access Policy The transmission medium is a
serially reusable resource, Conleniion for this shared resource is arbitrated as
Follows:

= All stations sense the state of the transmizssion medium ot all dmes o see il
it is busy

s If the transmission medium is not busy, then with probability p a station
that has a message to transmit will attempt to transmit in the next time

slod, and with probability |—p will wait until the subseguent time slot and
repeat this process

# If one station successfully seizes the transmission medium for one time shot,
it will hold it for the duration of the message transmission

# If two or more stations attempt (o seize the transmission medium during
one time slot, neither will succesd, and both will retry according to the
above policy

.86 Goals We wish to calculate the mean throughput rate and delay
statistics of D, the message delay statistics encountered by messapes st one
station, with all the other stations always having a message 1o transmit.

1197 Analysis The probability that a given station is successful in seizing
the transmission mediom, given that a tolal of K siations actoally have
mestages bo fransmit s given by Oy

Ox = PROBla given station successfully seizes a time slot] = p(1—p)E-!

The sequence of time intervals that the scrver is absent (handling message
transmissions and collisions) are independent identically distributed arbitrary
random variables called intervisit times, The random variable for the delay in
this model is the sum of three random variables
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(1}

[2]

[3]
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The time interval from when a message arrives at a station until the
local area network becomes idle, denoted V, the forward recurrence time
of the intervisit time

W, the time spent waiting to transmit all messages queued in the buffer
of a station that arrived ahead of a given arrival

Tx, the time measured from the start of the first transmission attempt
until the message is successfully transmitted; this includes the time
waiting for collisions and for other successful attempts by other stations
attempting to use the channel, plus the time to actually transmit the
message, Ty

Symbolically, this is written as

D=V 4+ W+ Ty

All of these random variables on the right hand side are statistically
independent of one another:

¢ The forward recurrence time of the intervisit distribution depends on the
load at the other stations and the arrival statistics of messages at the final
station; the other stations always have a message to transmit

e The waiting time to transmit messages ahead of a given arrival depends
only on the number of messages ahead of a given arrival, and not on the
intervisit time statistics or the message transmission statistics of the given
arrival

¢ The transmission time statistics depend only on the activity of the other
stations and the access method, not on the intervisit statistics or waiting
time statistics

The moment generating function of D is the product of the individual moment
generating functions:

Ele ] = Ele~**1Ele 2% 1Ele "]

We now calculate each of these three individual moment generating functions.

11.9.8 Forward Recurrence Time Distribution Moment Generating Function
The moment generating function for the intervisit time V follows from
decomposing an intervisit into two distinct events with different probabilities:

[1]

{21

The transmission medium is busy transmitting a message from one of
the other (V—1) stations

The transmission medium is busy with a collision between two or more
stations
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The moment generating function of the intervisit time distribution is given by
Ele ] = (N=1)0x_ E[e 7] & [1I—(N=110y_ Je ™
The motnent generating function for the forward recurrence time distribution is
given by
1—E[e™*"]
zE (V)
11.9.9 Waillng Time Distribution Momen! Generating Function The waiting
time moment generating function is given by
Ii 1=AE {-f_":]]
z=M1-E (e}
In words, we demand that the mean arrival rate of messages be leas than the
total time required to successfully transmit a message (\E (T ) <1,

11.9.10 Moment Generating Function of Inflated Transmission Time
Distribution. The final moment generating function. for the message
transmission time, involves taking into account three distinet events:

[1] With probability Oy the last station will succeed and hold the
iransmission medium for an interval of duration Ty

(2] With probability (N—1}Gy one of the other (W—=1)} stations will
succeed and hold the transmission medium for an interval of duration
Tw and then the last station will sncceed and hold the transmissian
medium for an interval of duration T

[3]  With probability 1—NQy there will be a collisicn consuming a time sl
of duration T,y followed by a time interval of duration Ty

Combining all these terms, the moment generating function for Ty is given by

E[e= "] =

Ele=¥] = AEITy] < 1

Ele™Tu] =
OwEle ™1 + (N=13@y Ele IEL "] + [1-N@, 15[ ] T
=27,
E[fq -]- EH.EIE..'.]

I=(N—1)QxEle ™™] - [1=NQy)e 1=
The mean ar first moment of the delay process is given by
E(D) = E(F) + E(W) + E(T,)

IN=D @y E(TE) + T [1— (N =1)y]

E ) = DO (T T2~ N=D 0]
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Lt
E(Ty) NE(Tw)" Tnu.‘l_iézﬂﬁﬂﬁl
E(T%)
NE(ThH) + (N DE(TETy) + g‘ﬂ"lrhﬂrmstfun

There arc two regions of operation:

o Light leading, A—0, where the mean delay i3 dominated by the mean of the
forward recurrence time of the intervisit time plus the mean of the inflated
message transmission time

E(D) = E{F) + E(Ty) k=0

e Heavy loading, A—1/E ()}, where the mean delay is dominated by the
mean waiting lime to transmit messages

ElD) — EIW) & Ef)

E{Ty) equals a term proportional to cach station transmitting & message plus
a tefm that is dependent on controlling access 10 the channel, The mean or
first moment of message delay depends not only on the first but also the second
moment of the message transmission time distribution. Thus, knowing only the
mean message length only allows the maximum mean throughput rate to be
determined, but mething can be sald concerning mean delay unless infarmation
ghout Auctuations about the mein message transmission time is available,

There is still one degree of frecdom left: how do we choose p7 Omne way 10
choose p is to maximize the mean throughput rate, ie., 1o choose p such that
we have the largest mean armival rate Lo one gueus that still results in &
nondegencrate statistical equilibrium  distribution. This resulis in choosing
p=1{N, In words, cach station that is competing [or access is equally likely 10
pain control of the transmission mediom when it becomes available, For
sufficiently many stations, N>, the condition for statistical equilibriumm
becomes

N o= Ne==.

E (T3 )+ Tapor Lo =1)
A different way of interpreting this result i to consider the channel in one of
two states. The first state is dus to arhitration or controlling access, and has
mean duration (¢=1)Tyee. The second state is duc to successful data
cramemission. and has mean duration £{Ty). The maximum mean throughput
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rate, which we identify with W), is the reciprocal of the sum of the mean time
spent in each state, The mean access time is contralled by the worst case
propagation of encrgy from one end of the transmission medium to the other,
while the mein message transmission time is controlled by the mean message
size (measured in bits} and the data transmission raie (measured in bits per
sccond). One way to understand the interaction of these parameters is i sec
when (g—1) Ty, equals E(Ty), because at this point half of the time is spent
in message transmission and half is spent in controlling channel access. A
different type of insight is that for high maximum mean throughput rate we
wish to design the system so that little time is spent in controlling access and
most of the time & spent in data transmission, i.e., E{Tw} must be muoch
greater than {e—1) Ty, This can occur by increasing the message length {in
bits) or decreasing the data transmission rate (in bits per second), holding all
cher parameters fixed.

11.28.01 [Huestrative Numerical Studier We now turn to an illustrative case
study to numerically explore design consequences,

[1.9.12 Paramieters The model ingredients are
# Arrival statistics
* Number of stations--20, 40, &0, 80, 100 stations

= Arrival rate of messages at cach station—All but one station always has
a message, while the final station has messages arriving according Lo
Poisson statistics with rate A

» Message length statistica

o Messape length distribution (in bits)— Exponentially distributed and
constant length messages, with means of 500, 1000, and 2000 bits per
FReskage

s Ong way propagation lime of energy from one end to the other— ien or
twenty micreseconds

# Transmission rate, measured in bits per second-- One, three or ten
megabits per second

H.9.13 Mazimum Mean Throughput Rate The figures below plot the carried
data transmission rate versus the aclual data transmission rate for these
parameters. Il the channel were used for data transmission alone, this would
be a straight line with slope one; since the channel is used for control and data
transmission, the resull is a curve that lies below the rero overhead straight
line. The distance from the straight line zero overhead case o the actual curve
shows the amount of transmission capacity devoted to controlling channel
access,



368 PERFORMANCE ANALYSIS PRIMER CHAFTER 11

Hﬁnmm:—n),/

H00 MITSAPACHET

IIE5100 RATE IMERA Elrimx

S008I THPUCKET

BETUAL DATA TRAR

; ] T
TOTAL TRAMEMISSION AATE (MESA BITS/SECOND]

Figure 11.17.Maximum Mean Throughpat Rate vs Clock Rate

11.9.14 Meszage Delay Sratistics Next, we fia the mean fraction of time the
transmission mediom is busy transmitiing data, which is called the urilizarion,
and equals the mean arrival rate of messages multiplied by the mean message
transmission lime; since the mean message length s fixed, (his fixes the mean
arrival rate. The figures below plot illustrative upper bounds on mean delay
versus line utilizalion due to data transmission elone for the numbers described
above. The parameter p is chosen to the reciprocal of the number of stations in
all cases.

For example, with fifty per cent utilization, one hundred stations, ten megabits
transmission speed, one thousand bits per constant length message, ten
microseconds one way propagation time (one hundred bit transmission fimes),
the mean delay is upper bodnded by over 1.4 seconds. If we halve the message
length to five hundred bits, the upper bound on mean message delay does not
halve, bot drops to 0.9 seconds, if we double the message length to twao
thouzand bits, the upper bound on mean message delay does mot double, byl
increases to 2.3 seconds, If we increase the slol time from ten 1o Iwenty
microseconds, with one thousand bits per constant length message, and a
transmission rate of ten megabits per second, the upper bound on mean
messuge delay increases to 1.8 scconds. Finally, changing the shape of the
message length distribution by going from constant to exponentially distributed
message lengtha, has negligible impact on the upper bound on mean delay.
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11.9.15 Interpretation These numerical

phenomena;

plots

quantify the following
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A the slot time increases; with all other parameters fixed, the mewn delay
wpper bownd ipcrepses and ihe spaximem Baedwidih available for data
iransmission decrcases,
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* As the mean packet length increases, with all other parameters fixed, the
mean delay upper bound incresses and the maximum bandwidih availabla
for data transmission increases,

® As the Auctuations about mean packet length increase from conglant to
exponential distribution, the mean delay upper bound increases and the
maximum bandwidth available for data transmission is not affected.

® As more and more stations are added, with all other parameters fixed, in
particular with the mean utilization of the link due to data transmission
fined, the maximum bandwidth available far dila transmission is not
affected, but the mean delay upper bound increasess,

ILI0 Resenvation Declslon Tree Access vim o B

Reservation decision tree access i the least studied access method of the
proposed bus access methods, The figure below shows illustrative operation of
& feservation decision lree acoess policy, where the station addresses are used 1o
determine retry prioritics for slations imvolved in message collisions.

.-ﬂi'u‘ M
£ oy
000 001 0% O 100 01 MO ™

000 000000 000  pon 0 W m

STATION | 001 001 001 m
ADDRESS | 100
= Ebelrs g i i - 1_ —.I__F__|
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TiHE

Figure 11.28.Reservation Decision Tree Access

An illustrative scemnirio begins at the start of a frame, when all stations that
have a message to transmit go active and collide. The retry policy involves a
controlled priority arbitration among all stations active at the start of the
frame, with the station addresses used to determine or controd the retry
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priorities.* After the first collizion, only those stations whose moat significant
address bit is a zero can retry, and all other stations are silent: stations Zero
and one will aitempt to ransmit in the next tme slok, snd stations four and
seven will defer transmission attempts. Once more, stations zero and one
transmitl during the sume time shot, aod now all stations whose first two leading
address bits are zero will attempt to tranamit in the next slot, and all other
stations will defer; stations zero and one will attempd 10 transmil, while
stations four and seven will defer transmission attempts. Once more stations
zero and one transmission attempts collide in the next time slod, and now only
these stations with three leading address bits all zero will attempt o transmit
in the next time skot: only station zero will retry, and =stations one, four and
seven will defer. In the peat time slot, station zero succesds in transmitting.
Now we allow all stations whose leading address bits are two 7eroes followed
by 3 one to transmil in the next tme slot: station one will transmil then, with
atations four and seven deferring. Mow all stations with a leading zero and one
address bit are allowed 1o transmit in the aext time sbot: this would be stations
two and three, ncither of which has a messapge, and hence the time slot is an
idle time slot, All stations whose address beging with a zero have been allowed
to transmit and have successfully transmitted a message, if they had one at the
start of the frame. MNow we repeal the process: all stations with a leading
address bit of one, stations four and seven, attempt to transmit in the next time
slot, and their attempds collide, In retrving, all siations with a leading address
bit sequence of one followed by zero, which is only station four, attempt to
iransmil in the next time slot: station four is swecesaful, Finally, all stations
with leading address bits of one followed by ome, which iz ooly statwn zeven,
attempt to transmit in the next time slot: station seven is successful. The figure
is'a gruphical summary of this process,

Why does this look like carrier sense collision detection under light load?
Because if oaly one station has a message, it will transmit it immediately.
Why does this look like token passing or polling under heavy load? Because if
every station has a message, we will have 2¥=) collisions for 2 stations, hence
we will cffectively pass a tokem 2¥—1 times among 2% stations. The key
observation here is that we wish 0 interrogate groups of stations ance a
collision occors, with at most one station in each group baving 4 message. By
controlling the relry process, making it quite predictable and regular, we gain
in traffic handling capability over immegular retry and retransmission,

These familiar with algorithms will recxgmize this ag a epokogical bmary res sort, wilh the
modes of the ires beimg searched depth first, opd then beft 1o right; sloiiom reery priarities
deierenine the praph.
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The figure below shows illustrative operation of a related policy, where the
incssages are transmitted in order of arrival using the message arrival time to
determine priority ordering: the next figure shows the associated decision tree
used to arbitrate contention.
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AN EXAMPLE OF RESERVATION
DECISION TREE OPERATION

Figure 11.21.Reservation Tree Access Order of Arrival Transmission

For this example we assume all stations have a clock available for determining
the duration of each frame, unlike the previous example. The parameter T
shown in the figure above is the duration of the previous frame: each station
uses its clock to determine if it became active during the previous frame or not,
and then each station refines this to determine in which half of the previous
frame it became active, and then iterates. These are just two examples of the
many possible policies that can be realized by this policy class.

Here are highlights of reservation access:

* Transceivers are logically organized into a tree, with the leaves of the tree
determining the urgency of message transmission.

¢ After a collision, all messages involved in a collision are successfully
transmitted before any subsequent arrivals are transmitted.

® All of the traffic handling hooks in polting can still be used (multiple visits
per logical frame, maximum number of frames transmitted per wvisit,
dedicating transmission capacity to each service).

We stress the following points:
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INFINITE DECISION TREE
TRANSMISSION IN ORDER OF ARRIVAL

Figure 11.22.Decision Tree for Order of Arrival Transmission

e Mean time required to resolve collisions per transmission is bounded by a
logarithmic function of the number of ready transceivers (here for eight
ready stations in the finite tree we need on the order of three collisions to
the first successful transmission).

¢ Maximum time required to resolve collisions per transmission is bounded;
the example for the finite tree shows that for eight stations at most seven
collisions occur.

Mean waiting is linearly proportional to the number of active stations: each
station active at the start of each frame is guaranteed of being abiec to
successfully transmit its message within each frame, and there are at most
2N stations.

e There is roughly one control overhead time slot interval for every one
successful message transmission, just as in central control (cf. the above
examples). What is more subtle is that the variance of the overhead time
per successful message transmission only grows flinearly with the number of
stations attempting to transmit at the start of a frame, just as in central
control.

If we return to the first example, we see that an additional degree of freedom is
available: at what priority level do we attempt to start our retry arbitration:
using the most significant address bit of each station, or the two most
significant address bits of each station, or so forth? One way to quantify our
intuition on this is to examine the number of steps required (idle, collision, and
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INFINITE DECISION TREE
TRANSMISSION I[N ORDER QOF ARRIVAL

Figure 11.22.Decision Tree for Order of Arrival Transmission

e Mean time required to resolve collisions per transmission is bounded by a
logarithmic function of the number of ready transceivers (here for eight
ready stations in the finite tree we need on the order of three collisions to
the first successful transmission).

e Maximum time required to resolve collisions per transmission is bounded;
the example for the finite tree shows that for eight stations at most seven
collisions occur.

Mean waiting is linearly proportional to the number of active stations: each
station active at the start of each frame is guaranteed of being able to
successfully transmit its message within each frame, and there are at most
2% stations.

e There is roughly one control overhead time slot interval for every one
successful message transmission, just as in central control (cf. the above
examples). What is more subtle is that the variance of the overhead time
per successful message transmission only grows linearly with the number of
stations attempting to transmit at the start of a frame, just as in central
control.

If we return to the first example, we see that an additional degree of freedom is
available: at what priority level do we attempt to start our retry arbitration:
using the most significant address bit of each station, or the two most
significant address bits of each station, or so forth? One way to quantify our
intuition on this is to examine the number of steps required (idle, collision, and
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At each step, each station consults its priority index (the station address for the
first example, the arrival time within the frame for the second example) and its
transmission control and [rame synchronization counter state. If & station
becomes active during a frame, it will defer transmission attempts uniil the
start of the next frame, when its frame synchronization counter strikes zero.

11,101 Decision Tree Search Access Performance Analysis Here are the
resulis of a traffic analysis for the decision tree arbitration policy.

First we must specify the arrival statistics;

® The message interarrival times are independent identically disiribated
exponcntial random variables

# Message lengths are independent Edeutn:all:.r distribated arbitrary random
variables with associated moment generating function Gy (x)

Meat the access method must be specified:

» Basic iransmission time unit is a time skot. A [rame is made up of &
variable number of time slols

* Messages that arrive during a frame will be transmitted during the next
frame

* Initial Ume stots within a frame are devoted 10 determining which sources
have 8 messape 1o transmil

# Final time sbots within a frame are devoted 1o data transmission from active
ACHLPCER

The process Ly N>0 denotez the number of time slots consumed for
reservation by N sources sl the start of a frame. Its moment generating
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function is given by
iz Elx™]
It can be shown that

iy EEN). ,—*—m— = 2.8R543.

N Y
" -
ifh= EFETipurape)
The mean message delay, including transmission plus wailing, s given by

)
TR Drg  FackE(L)
K= + £—:| X
3 Ky K
K=l =]

Node that the mean delay involves first and second moments of Ln. In some
caRes it may prove casier to work with upper and lower bounds on the first and

second moments rather than the statistics of Ly, The tightest possible bounds
known to the suthors are

aK+b £ELICTE +5
cK '+ d K +egEU ISR +d K + ¢
The best known coefficients for these bounds at the present lime are
23810K - | € E(Ly) & 2.28965K — 1
8.300K" + 0.4880K + 1 SE[Ly(Lp—1)]
LEIIIKD+ D.5175K + 1

These expressions have been found to be useful in practice for rough sizing of
system performance and to guide refinements of this analysis.

fL.1M2 Additional Reading

[i] EH.Frei, J.Goldberg, 4 Method for Resolving Multiple Responses in a
Paraliel Search File, IRE Transactions on Electronic Computers, 10
{(4), 718-722 (1961).

[2] N.Pippenger, Bounds on the Performance of Protocols for a Multipls-
Access Broadeast Chawnel, [EEE Transactions on Information Theary,
X7 (2), 145-15] (1981). -
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(3] LRubin, Symchromous amd Channel-Sense Asynchronous Dynamic
Group-Random-Access Schemes for Multiple-Access Communications
IEEE Transections on Communications, 31 (3) 1063-1077 (1953},

(4] R.Seeber, A.B.Lindquist, Associative Memory with Ordered Retrieval,
IBM 1.Rescarch and Development, & (1), 126-136 {1962).

1111 Token Passing Access via & Ring

Token passing access via a ring is bogically identical to that for a bos. We will
only dwell on differences here between a bus and a ring. The physical topology
of a ring is that each siation transmils to only one station and receives from
only one station. The token is a unique bit pattern that circulates around the
ring. When it is transmitted to a station ready to send a packet, that station
changes the token bit pattern on the fly, ie., destroys the token, and then
appends its packet. The packet circulates arcund the ring, to the intended
receiving station, and then returns to the transmitting station 1o acknowledge
complete successful transmission around the ring, Because of the geographic
cxtent of the local area network, at most ome packet can be circulating about
the ring 4t any one time.

Since this i3 a variant on polling, a number of traffic load balancing
mechanismy are available. Separation or dedication of \ransmission capacity to
differant types of services is still possible. The number of visits per polling
cycle per station can be comtrolled, and the maximum nomber of frames
transmitted per visit can be set. Overhead time per transmission is bounded by
a linear function of the number of transceivers (typically this is a constant due
to ring propagation and circuitry iranslents plus a linear term due to the
transcelver processing) because control must be passed to cach siation at feast
once in & ring or polling cycle; this will typically be much smaller for a ring
than for a bus, because the propagation is now only from station to station, nod
worst case from one end of the bus to the other, and because the transceiver
token processing can be done in parallel {except for a delay on the order of one
bit transmission time per interface). Typical numbers for token passing from
station to station over & ring are one microsecond, while 2 bus requircs ten
times this typically. This improves delay access under light boad, where
typically we must wait for the token 1o be passed through half the stations, and
it improwes the maximum mean throughput rate under heavy load, since Jess
lime is spent in token passing versus message trapsmission, High throughput
under heavy load s achieved because most of the time the transmission
medium will be busy transmitting messages under Joad, not passing the token
from station to station. Mean message delay time that is linear in the number
of stations is achievable because if each station has a message Lo (ransmil then
the waiting time at any one siation is simply the dme required for all other
stations {0 the polling cycle to transmit.
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HALT Addisional Reading

il W.D Farmer, E.E.Newhall, An Experimental Distributed Switching

Syatem to Handle Bursty Computer Fraffic, Proc. ACM Symp.Problems
In the Optimization of Daig Communication Systems, pp.1-34, Pinc
Mountain, GA, October 196G,

11.12 Comparisons

What types of questions do we wish to answer in comparing different access
methods?  First, let's deal with mean value messuremenis and statizlics, before
turning to more sophisticated second order statistics inwolving Auctuations and
correlation:

* What fraction of fransmission capacity is devoted to control versys dala
transmission?

* What is the impact on transmission speed versos throughput and delay?

* How sensitive is system performance 1o s change in workload, zuch as
changing the message lenpgth, or having voice and data services instead of
just daga?

* How do protocol parameters Oength of header, carrer sense collision
detection jam time or interframe gap time} influence traffic bandling
characteristics?

Two workloads are used o Bound performance. In Figure 11.23, one station
out of one hundred 5 always actively lransmitting a message, while in Figure
11.24 one hundred oul of one hundred stations are active ittsmpting o
transmit messages. All messages dre four thousand bips lomg. The horizontal
axis of abscisss in either casc s the raw dati tranamission speed of the pebwark
{the clock rate), while the vertical uxis or ardinate is the actual carried dats
rute, the rate at which data bits are successlully transmitied. The idegl cang is
10 use Zero transmission capacity for netwark access controd, which wonld be a
straight line with slope unity. The deviation from this siruight line shows the
penalty paid using the same network 10 control access as well as transmit
MEESARES.

Figure 11.25 is a plat of lower bound on micssage delay versus number of sctive
stations, sssuming each station goes Mdle for 8 mean amount of time T; and
then active in order ta transmii g MESSAEE,

The best available evidence today is:

* Token passing via a ring is the least sensitive to workload, and offers shor
delay under light load and controlled delay under heavy load,

* Token passing via a bus has the greatest delay ynder light leid and under
heavy Toad canoot carry as much traffic us a ring and is quite sensitive o
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Carrier sense collision detection may offer the shortest delay under light
load, or & ring may do better if the ring is sufficiently short, while it is quite
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sensitive under heavy load ta the workload and is sensitive 1o the bus length
(the shorter the bus the better it performs) and (0 message length (lhe
longer the packet the better it does).

Mumerous caveats and disclaimers are in order:

= This evidence is currently being examined by those involved in actually
building local area networks, No cxperimental data is available to confirm
these plots independently. It is hoped that others will study this and subject
it to independent tests.

® The scenario of one hundred stations active out of one hundred, with sach
generating the same workload, is possibly the worst congestion scenario for
any system, and may in fact mever occur in practice.

What about the impact of fluctuations, correlation, and multiple services? A
great deal of work has been done in this area, and it has been summarized in
eirlier scctions. Many argue that we should check the mean value
measurcments and models first, before jumping to more complicated situations,
In lact, congestion analysis has had little actual impact on local area network
design. However, it may have greater impact in the marketplace, where paying
customers want to know how many devices of what (ype can be interconnected
before congestion through the network becomes unacceptable. Best currcatly
available evidence is that increasing the local area network bandwidth offers an
excellent avenue for reducing transmission medium congestion. A common
theme heard again and again is that it is probably better to deploy these

581
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systems and see how people really wish to use them, gathering and analyzing
traffic measurements, before doing anything else.

11.12.1 Additional Reading

(1]

{2]

(3]

[4]

E.Arthurs, B.W.Stuck, W.Bux, M.Marathe, W.Hawe, T.Phinney,
R.Rosenthal, V.Tarassov, I[EEE Project 802 Local Area Networks
Standards Traffic Handling Characteristics Committee Report Working
Draft, 1 June 1982, IEEE Computer Society, Silver Spring, Maryland.

D.D.Clark, K.T.Pogran, D.P.Reed, An Introduction to Local Area
Networks, Proceedings IEEE, 66 (11), 1497-1517 (1978).

J.F.Hayes, Local Distribution in Computer Communications, IEEE
Communications Magazine, 19 (2), 6-14(1981).

IEEE Computer Society, IEEE Project 802 Local Area Network
Standards, Draft D 802.2 (Logical Link Control), Revision D 802.3
(CSMAICD Access Method and Physical Layer Specification), Draft D
8024 (Token-Passing Bus Access Method and Physical Layer
Specification) IEEE Computer Society, Silver Spring, Maryland (1983).
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Problems

I} A communications system must poll iwo different 1ypes of sources for work.
The arrival statistics for cach source are independent Poisson proceazes, with
the same mean arrival rate of 0.3 tusks per second. The service slatistics for
each source are independent identically distributed Erlang-2 random variubles,
with mean service time 1.0 seconds per task, Each source is served by a single
processor as follows: the processor emptics all of the work from source one in
order of arrival, switches instantaneously 10 the other source, empties all of (le
wurk from source two in order of weriv v Witches instantaneously to the other
source, and so forth. Find

A the wiilizativn of the Processor

B. the probability that a jask must wait at all
C. ibe mean number of tasks in the system
L. the mean queseing time for o task

BONLUS: Repeat the above if there is an overhead of 0. seconds to switch
from one queue to the other.

BONUS: Repeat all of the above assuming afl the work is generated at aneg
quenc versus equally balanced load

I A multidrop communication system hag multiple drops or taps from a
common bus to dilferent devices, We are given the following parameters:

* Transmission speed of 10 MBPS

* Time for energy (o propagate from end of the bus to oiher worst case 20
Hsen

* Time for each station to delect carrier and da polling protocol processing
108} pesec

* Fraction of time bus js basy tranamitting data bits js 0.5
* Fifty stations connected 10 the commonication system
We wish 10 examine two cases:

[11 Al the meagages are generuted by one station

(2] Each station generates the sume workload
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For each of these cases

A Calculate the mean message delay for each of the above cases, assuming
constant, Erlang-2, and exponential message length distributions.

B Repeat the above if the number of stations is changed to_twenty stations
and to one hundred stations.

C Repeat all of the above if the utilization changes to 0.9.

3) A four story office building has two corridors per floor, with two rows of
offices per corridor, Each office is fifteen feet by fifteen feet square. Each
office has two local area network sockets on each of the two walls perpendicular
to the wall with the door to the corridor. Each office has a nine foot ceiling
with a false hung ceiling one foot below the actual ceiling. Each floor has a
wiring closet at the northeast corner. Assuming wiring or cable or optical fiber
can be run only in the walls and ceiling, estimate the number of feet of cabling
required for

A. A star configuration for each floor connecting each office to the closet via
three pairs of wire, and each closet connected by a vertical riser of
coaxial cable.

B. A coaxial cable bus with a drop from the ceiling to each outlet of four
pairs of twisted wires.

C. A fiber optic ring that connects each outlet to the wiring closet, and each
closet is connected by a vertical fiber optic niser.

4) A coaxial cable is used in a local area network. Electromagnetic energy
propagates through the cable at a speed of 200 meters/usec. The bus is one
kilometer long. The clock transmission rate is ten million bits per second.
Each station transmits a 1000 bit packet, which includes both control bits and
data bits.

A. If the cable is used as a token passing bus, with the clectronics at each
station requiring 5 usec per token pass, how long does it take to pass the
token through one hundred stations, if no station has a packet to
transmit? if every station has a packet to transmit?

B. If the cable is used as a token passing ring, with the electronics delay at
each station requiring onc bit transmission time per token pass, how long
does it take to pass the token through one hundred stations, if no station
has a packet to transmit? if every station has a packet to transmit?
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C. Repeat if the clock transmission rate is onc hundred million bits per
second.

D. Repeat all the above if the packet size is changed to 10,000 bits per
packet.
E. Repeat all the above if the bus is ten kilometers long.

5) Four stalions are interconnected via a token passing bus. The mean arrival
rale of messages to each station is denoted by Ax,K=1,2,3,4, Stations one, two
and three transmit a one thousand bit frame if they have any message 1o send;
station four transmits a four thousand bit frame if it has a message to send,
The token passing bus clock rate is one million bits per second. The tlime o
pass the token from one station to another is ten microseconds.

A. If each station is visited only once during a token passing polling cycle,
and each station transmits until it empties its buffers, what is the
admissible region of mean throughput rates?

B. II each station is visited only once during a token passing polling cycle,
and cach station transmits up o one thousand bits per visit, what i the
admissible region of mean throughput rates?

C. If stations one, two and three are visited only once during a token passing
polling cycle, while station four is visited four times during a token
passing polling cycle, and each station can transmit up to twe thousand
bits per visit, what is the admissible region of mean throughput rates?
Repeat if each station can transmit up to one thousand bits per visit.
Repeal if station four is visited \wo times during a token passing polling
cycle.

D. Repeat if the token passing overhead is zero, or is twenly microseconds.

6) A carrier sense collision detection local area network bus is operated as a
loss system: i carrier is absent, a station attempts to transmil, and is either
successful or garbles its transmission with that of one or more other stations,
Transmission attempts are gencrated according to Poisson statistics with mean
arrival rate A, Each message has a constant length of one thousand bits. The
bus clock rate is one million bits per second,

A. What is the largest arrival rate that resulis in no more than one in one
million packets undergoing a collision? Mo more than one in one
thowsand packets undergoing a collision? Mo more than one in ten
packets undergoing a collision?
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B. Repeat if the packet mean length 18 fixed at one ihousand bits, but the
packet length gtatistics fit an exponential distribution.

C. Repeat if the bus clock rate is ten million bits per second.

7} N stations are connected to a local ared network bus. Each station
generates packets with a mean length of one thousand bits. The local area
network bus clock rate is ope million bits per second. Electromagnetic energy
can propagate from one end of the bus to the other worst case in 20 p seconds,
which we call a slot time, denoted Tor- The bus ACCESS method is slotted P-
persistent collision detection: If the previous time slot was idle, a ready station
begins to transmit. If the station successfully seizes the transmission medium
for one slot time, it continues to transmit the message 10 completion. If the
station is not guccessful in seizing the transmission for one slot time, it ceases
transmission and will retry in the next time slot with propability P and
otherwise defer to the next slot time and repeat the decision process all over
again.

A. What is the maximum data transmission rate versus ihe bus clock rate?

B. Suppose all but one station always have a message 10 transmit, and the
Enal station generates Messages according to Poisson statistics with mean
arrival rate A. What s the largest value of \ such that the mean packet

queucing time (both transmission and waiting) is under ten milliseconds
for twenty stations total? for one hundred stations total? Repeat if the
bus clock rate is ten million bits per second. Repeat if ithe bus clock rate
s one hundred million bits per second.

8) Eight stations are connected to a local arca network bus. The bus can be in
ane of three states: idle, collision, and successful message transmission. The
mean time in the idle state and collision state arc gqual to 20 p geconds, The
mean time in the successful message transmission state equals the time to
{ransmit a one thousand bit packet. A binary decision tree is used to determine
station retry priorities.

A. The bus clock rate is one million bits per second. If the station addresses
are encoded into three bits, what is the worst case and best case time 10
the first successful packet iransmission? What 1 the worst case and best

case time to allow every station to transmit one packet?

=

Repeat if the bus clock rate is ten million bits per second.

C. Repeat if the bus clock rate is one hundred million bits per second. Plot
the maximum mean data rate versus the clock rate.
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Repeat if the number of stations is increased to one hundred and twenty
eight.

Repeat for the case where the total number of packets transmitted per
frame is fixed, but instead of ecach station gencrating a packet, only one
station generates all the packets.

2) A local area network bus interconnects one hundred stations. Each station
is either idle for a mean time of 10 milliseconds, or active waiting to transmit
or transmitting a constant length 1000 data bit packet. Each packet also has
one hundred control bits associated with addressing, sequencing, and error
detection. The bus transmission rate is ten million bits per second. The bus
can be accessed in three different ways:

[1]

{2]

(3]

Token passing: each station passes the token to the next station with an
overhead time of 10 u seconds for propagation plus five microseconds
per station (to allow electronics to quiesce).

Carrier sense collision detection: each station waits for the transmission
medium to be idle, and then transmits; if the transmission is successiul
within a slot time equal to two one way propagation times (20
microseconds) plus five micraseconds per station (to allow electranics to
quiesce) then the transmission continues, and otherwise it is aborted and
will be attempted at a later point in time. The station enters back into
its idle state and the process starts anew.

Decision tree: each station waits for the start of a variable length
frame, and then transmits. If the transmission is successful within a slot
time equal to two one way propagation times (20 microseconds) plus five
microseconds per station (to allow electronics to quiesce), then the
transmission continues, and otherwise it is aborted and is retried
according to the station binary address (lower addresses have higher
priority).

Answer the following questions:

A.

Plot a lower bound on mean delay versus number of stations for each
access method.

Repeat if the bus transmission speed 18 ten million bits per second.
Repeat if the bus transmission speed is one hundred million bits per
second.



