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A new proposal for estimating the spatial concentration of certain

types of air pollutants

B. W. Stuck
Bell Laboratories, Murray Hill, New Jersey 07974

(Received 9 September 1976)

Electro-optical sensors measure energy transmitted by lasers spaced about a region's periphery. Both the lasers
and sensors are tuned to infrared frequencies at which air pollutants strongly absorb electromagnetic energy.
The sensor measurements are processed using an algorithm derived from the Radon transform. The result is
an estimate of air pollutant density throughout the region that has been smoothed to minimize effects due to
background sunlight fluctuations, laser fading and phase scintillation, and intrinsic sensor noise. Good
agreement is found between a theoretical analysis of performance limitations and computer simulation results

I. INTRODUCTION

The inability to measure air pollution accurately and
at enough points throughout an area has hindered air
pollution control. A novel approach is presented here
for estimating the concentration of certain types of air
pollutants-those pollutants which absorb optical energy
in a narrow band of optical frequencies. This approach
estimates pollutant concentration at every point in a re-
gion of a plane over an area, using a network of electro-
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optical sensors plus lasers located about the periphery
of the region. The method proposed here involves two
main steps: a reconstruction of air pollutant density
using linear signal processing, and spatial filtering of
the reconstruction to remove effects due to noise.

The motivation for this work arose from problems
with telephone switching equipment failing because of
high concentrations of certain air pollutants such as
nitrogen dioxide and particulates, 1,2 as well as from
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problems with wire insulation degrading because of the
presence of high levels of sulfur dioxide, ozone, and
hydrocarbons. 3

The method proposed here differs from presently used
pollution monitoring schemes in several key ways.
First, it provides a reliable estimate of pollution con-
centration at every point in a region of a plane a con-
stant height above the ground, where the region of in-
terest typically would encompass a highly industrialized
and highly populated area, provided enough sensors and
lasers are used; presently used methods typically esti-
mate pollutant concentration at only a small number of
points (e. g, 38 for New York City, 5 22 for the state of
New Jersey 6 ). In fact, the method presented here may
aid in the verification of the photochemistry and mass-
transfer phenomena which are at the foundations of un-
derstanding air pollution, Second, the proposed method
can be used to monitor several pollutants which absorb
optical energy in nonoverlapping bands simultaneously;
currently, different equipment is used to monitor dif-
ferent pollutants. 5,6 Third, all processing proposed
here can be accomplished electronically, with no re-
quired intermediate processing of sensor measure-
ments; many methods currently in use encompass a
variety of wet chemical tests 5 whose results must often
be processed further on a digital computer before the
spatial distribution of various air pollutants can be es-
timated. Indeed it is tempting to speculate that the
method proposed here would require less frequent main-
tenance than presently used methods, because it is
largely electronic and would have fewer moving parts;
however, much more work must be done in considering
various important engineering design factors before it
can be saidwith any degree of confidence that this meth-
od is more reliable.

Laser radar methods have been proposed over the
past few years 8 "1 which attempt to estimate particulate
concentration over a region using direct backscattering
of optical energy, and which estimate concentration of
various chemical air pollutants over a region using both
differential absorption and indirect Raman scattering of
optical energy. These methods have been subjected to
experimental test, and the results have been quite en-
couraging, with successes achieved in estimating dust
particulates as well as other pollutants. Laser radar
has the advantage of requiring only one laser and sensor,
unlike the method presented here, which requires many
lasers and sensors.

Methods closely related to that discussed here have
been successfully tested in such diverse fields as radio
astronomy, 12 medical x-ray photography'3 (in particular
with an eye toward identifying brain tumors), 1415 and
industrial x-ray photography, 16 and it is reasonable to
expect the number of applications to grow. In order to
interest experimentalists in this approach, as well as
to alert them to possible pitfalls, an extensive computer
simulation has been carried out. A hypothetical air
pollutant distribution was successfully reconstructed
both with and without additive Gaussian noise present
in the sensor measurements. Results of the simulation
were in good agreement with a theoretical analysis. A

key conclusion of this work is that qualitative estimates
of the spatial distribution of air pollution can be ob-
tained from four or five (or in special cases as few as
two) lasers and sensors, but quantitative estimates with
a root-mean-square absolute error of 5% or less (see
Table II) require at least 20 sensors and lasers. In ad-
dition, the simulation showed that the technique is rela-
tively insensitive to gross measurement imperfections.
The chief advantage this method has over laser radar
methods is that it uses energy absorption bands of the
pollutants, which is a high "signal-to-noise ratio" tech-
nique, while laser radar relies on backscattered en-
ergy, which can be a low "signal-to-noise ratio" tech-
nique.

A number of people have proposed using differential
absorption spectroscopy to measure air pollutants. 17-24

The results to date appear quite promising and may soon
be used by government agencies to provide air quality
information on a routine daily basis. The method pro-
posed here, at the expense of a more complicated mea-
surement system, provides an accurate estimate of air
pollution density at every point in a region of a plane by
a totally different method than laser radar. These
more accurate estimates can then be used to determine
more effective air pollution control methods than those
currently in use.

This paper follows very closely earlier work by Shepp
and Logan'4" 5 for detecting brain tumors from x-ray
measurements. Their contribution is cited at the ap-
propriate place.

The following section states the problem to be ad-
dressed, presents several approximate solutions, and
delves into some theoretical limitations of these solu-
tions. A hypothetical air pollution distribution is used
in Sec. III as a test of how well one particularly attrac-
tive solution performs; theoretical predictions and com-
puter simulation results are found to be in good agree-
ment. In Sec. IV effects of additive Gaussian noise on
the reconstruction are examined both theoretically and
with Monte Carlo computer simulations, and a scheme
for reducing effects due to noise is shown to perform
well; in addition, various effects due to measurement
imperfections are found from simulations to be negli-
gible.

II. PROBLEM STATEMENT

A laser located at point A transmits a constant signal
of power PT, with energy confined to a narrow band of
optical frequencies to a receiver at point B for a known
fixed time interval. A phenomenological theory of ra-
diation transport, the theory of radiative transfer, 25 is

assumed to adequately model atmospheric light propa-
gation. This theory shows the received power PR de-
tected at the receiver with regard to coordinates (x, y, z)

is

PR P, exp (-K | f (x, y, z) ds) exp~n), (2 1)

where the overbar denotes expectation: en = I e-p(n) dn,

with pin) the probability density of n; f(x,y, z) is the
(dimensionless) spatial density of a substance which ab-
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sorbs optical energy in the transmitted band of optical
frequencies, IK is a scaling or calibration constant which
is known a priori, and it arises from background sun-
light fluctuations, laser fading, and phase scintillation,2 6

and intrinsic sensor noise, Recent theoretical
work2 8 ,29 has indicated that radiative transfer theory
adequately models light propagation as long as the op-
tical path length is much less than unity, which means
that

If f (xyz)ds<< 1
A

(2. 2)

is assumed to hold. For this reason, this presently
restricts the path lengths over which (2. 1) can be ex-
pected to hold to 10 km or less.

Table I lists some common air pollutants, some
wavelengths at which these pollutants strongly absorb
optical energy, and typical absorption coefficients which
were measured in a laboratory by transmitting a laser
with a known power through a known (assumed uniform)
concentration of a pollutant for a fixed distance, com-
paring received and transmitted power levels. 9

We chose coordinates such that the z axis points up-
ward from a plane parallel to the ground, with the x and
y axes forming a plane parallel to the earth (neglecting
curvature). In order to restrict the scope of the prob-
lem, it is assumed that an estimate of pollutant concen-
tration is desired in a region of a plane, a plane being
a constant height above ground (z = constant); thus
only a two-dimensional cross section of the three-di-
mensional pollutant distribution is desired.

For mathematical convenience, assume the region of
the plane is a circle of unit radius, so that outside the
circle the pollution concentration is assumed to be zero:

f (x,y,zO)== x 2
+y2 > 1. (2. 3)

Finally, for the time being, effects due to uncertainty

TABLE I. Gas absorption coefficients."

Absorption

Gas Wavelength (Am) K(cyn
t
/ppm)

are ignored, with n in (2. 1) set to zero, The problem
is as follows: Given a set of measurements of re-
ceived power over as many paths as desired,

PR(A, B)= PT exp(-K f f (xyzo)ds), (2. 4a)

or, equivalently, given the logarithm of received power
to transmitted power, over as many paths as desired,

[OB
ln [P, (A, B)IPT ]=-K f (xx Y) zo) ds , (2. 4b)

then reconstruct or estimate f(x, y, zo) from this data.
Clearly this is impossible unless the paths cover the
unit circle sufficiently densely. Section IIA shows how
to reconstruct f(x, y, zo) from this data given all straight
lines that cover the unit circle, while Sec. IIB presents
some good reconstruction algorithms given only a finite
number of measurements, which is more realistic.
The problem of finding a best or optimal reconstruction
from only a finite number of measurements for any rea-
sonable optimality criterion is still open. 30

A. A Fourier reconstruction scheme

In this section, f(x, y) is assumed to be square inte-
grable over the unit circle, so that its Fourier trans-
form exists. Let (r, to) be the line integral [.f(r, yp) is
called the Radon transform 3' of f(x,y)] of f(x,y) along a
line a distance r from the origin making an angle tp with
the y axis. This line integral can be written

j(r, qp) =ff(x, y) ds

=f ff(x,y)6(r-xcosy-ysink)dxdy, (2. 5)

where 6 °°) is a Dirac delta function. It is important
in the later development to realize

(2. 6)

which follows from (2. 5) and is clear on physical
grounds. The Fourier transform of f(x, y) is J(a, b),
where

7(a, b) =f ff(x, y)cp~i
2

r(aX+Y) dx dy, (2. 7)

which can be rewritten in polar frequency coordinates as

B(a=RcosO, b =RsinO)=7(R, 0), (2. 8)

(1) N02 has an absorption coefficient one-third that of NO at
5.31 Am. In order to estimate the amount of each species,
measurements must be performed at another frequency. See
last section for some additional comments. (Source: unpub-
lished work performed at Bell Laboratories.)

(2) Absorption due to water vapor is negligible at these frequen-
cies (Source: unpublished work performed at Bell Laboratories.)

(3) NO2, PAN, and other chemical species have been ignored
here, although they do contribute significantly to air pollution.

'E. D. Hinkley, "Bistatic Monitoring of Gaseous Pollutants with

Tunable Semiconductor Lasers, " Fig. 20, in Proceedings of
the Symposium on Remote Sensing of Environmental Air Pol-
lutants, Cleveland, Ohio, March 7, 1974 (unpublished).

f (R. ffJf (x, y)exp[- i2vR(x cose + ysino )Idx dyX - (2.9)

On the other hand, the Fourier transform 7(R, 0) and the
line integral f(r, 9p) can be shown to form a transform
pair:

j(r, (p) = f(R, yp) eiltRr dR,

7(R, 0) = f (r, 0o) e-i2lpr dr .

(2. 10)

(2. 11)

This fact can be used to express f(x, y) as the inverse
Fourier transform of the Fourier transform of its line
integral:
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03
NO
SO2

C2 H4

4.74
4.75
5.31
8.88

10.54

1 X lo-,
5 X 10-6
lX l0o5

1 X 10-

2 x 10-5

7(r, (p) =.T(- r, (p + r) ,
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f(x, y) = fdo f (f (r, 0) ei2TRr dr)

x exp [i27rR(xcos6+ysinO)]RdR . (2, 12)

This can be used in conjunction with (2. 6) to show

f(x, Y)=fo f ! -2(rO)

x exp [i27rR(x cosO + y sinO - r)] dr dR . (2.13)

This last expression can be recognized as computing
one-half the derivative of the Hilbert transform of
J(r, e), then integrating over 0, because IR I= (iR) (- i

sgnR) is the product of the (generalized) Fourier trans-
forms of differentiation (iR) and Hilbert transforma-
tion (- i sgnR).

This exercise implicitly assumes the line integrals
j(r, Sp) are known for all lines covering the unit circle.
Section IIB examines the important practical case where
only a finite number of line integrals are known.

Three examples of f(r, qp) for some analytically tract-
able functions complete this section.

Example 1 (disc):

f(x, Y) =1 , X+Y <R2

x, X2+y2 >R2

J(r, S°) =ff(x, y) ds = (R2 -2r2)12

Example 2 (ellipse):

(X)2 + 1)

(-)+ ()2 1

-( )62ab[(SIC)2_r2]1/2/S2,
J(r, ~o =2b(/)

where

s2
= (bsinpo)

2+(acosyo) 2 0

Example 3 (Gaussian):

f(xy)= 2-a exp- l[(a) (
27ab 2 UaS i

r<R

r>R.

s/c> r

s/c < r

f(x, y) f dO f (r, 0 )w(x cosO + y sinO - r) dr,

(2. 14)
where w(. °) is a weighting function whose Fourier
transform approximates that given in (2, 13). Note that
w(° ° °) weights line integrals according to how far the
point (xy) is from the line over whichf was evaluated.
In either approach, the key approximation is to choose
a weighting function whose Fourier transform is ap-
proximately I R I /2 for low frequencies (I RI << 1) and
goes to zero at high frequencies (IRI >> 1).

A reasonable approximation at first sight might be to
use two discrete fast Fourier transforms to approximate
(2. 13), in conjunction with some recently developed
discrete approximations to differentiation and Hilbert
transforms,32,33 This approach has been examined in
detail elsewhere. 34 Shepp and Logan' 4 " 5 have argued
that this approach may take longer to compute than a
direct approximation of the convolution integral in
(2. 14); since these arguments are quite cogent, the rest
of this section is devoted to approximatingf(x,y) via
convolutions.

If J(r, 0) is known for only evenly spaced values of r
and 0, at

r=rj=jd, j=0,±1,±2,,,,

0=0k=kiT/N, k=O, 1,..... N- 1

(2, 15a)

(2. 15b)

then (2. 14) can be approximated as

2dr N S
(x, Y)N Z E j (rJ, Sk)w (x cos 0 + y s inok-rj)

. k=O J=-x (2,16)

where to emphasize the estimate of f depends on the
weighting function w, the estimate is denoted fg. Since
f is zero by assumption outside a unit radius circle, the
inner sum in (2. 16) has only a finite number of terms,
but it is convenient to leave the summation limits in-
finite. Line integrals are only necessary for 0 ' 0 ' 7T,

since these integrals are identical to those of 7rT 0 < 27T
from (2, 6) and on physical grounds,

One method for choosing a weighting function is to
examine

(2.17)WB (R)=J 2 |fj ei
2

X~Rdf,
-B

/1 5

7(r, qo) = 1/vSre227 2

S
2 

= (b cosy )2 + (a sinp) 2

[Note: The last example violates the assumption that
f(x,y) is zero outside a unit circle centered at the ori-
gin, but it can be handled using a different technical
condition with little difficulty,]

B. Some approximate reconstruction techniques

Two avenues are open for approximately reconstruct-
ing f(x, y) from only a finite number of measurements:
One involves approximating (2,13), while the other in-
volves expressing (2, 13) as a convolution, i, e.,

which is a band-limited approximation to the ideal
weighting function12 ; this function can be expressed

W 2 F /sin27rBR\ |sinrBR\ 21
2T2 2BR )\ IrBR J

(2. 18)

and used in (2, 16), It can be shown that a much simpler
weighting pattern than (2, 18) achieves virtually the same
error as this scheme but at a much cheaper computation
cost, which is important in applications 14, 1

Ramachandran and Lakshminarayanan"3 considered
weighting functions which are specified only at evenly
spaced points,

{w(jd); j = 0, ± 1, ± 2,± 3,.,, }P (2. 19)

and are linear between these points. The Fourier trans-
form of a typical member from this class of weighting
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functions is

v(t)=d( tz) E w(jd)e

wii) ^ sinlTd d ) et 2)tt)d

\ r dt

Choosing the weights {w(jd)} such that for low frequen-
cies w(t) is proportional to ItI can be shown to yield a
weighting function that will accurately estimate f as long
as f has negligible energy at high frequencies, The rea-
son for considering this class of weighting functions is
that the inner sum in (2. 16) can be computed once for
each angle, and linearly interpolated at points in be-
tween whenever necessary [which will be at points where
(x cosOt + y sinhr - sj) ijd]. This simple observation is
what achieves a great increase in computation speed
over (2, 18).

One possible choice of weights is

w(0)= 1/8d 2 , (2022a)

w(jd) = w(- jd) = - 4w(0)/f2j 2 , j = 1, ± 3, ± 5....
(2. 22b)

w(jd)=w(-jd)=0, j=±2,±4,±6,,,, (2.22c)

which corresponds to sampling (2. 18) at evenly spaced
points.

A second possible choice is

w (0) = 1/7T2d2
, (2 23a)

w(jd) = w(- jd) = - W (0)/(4j2 _ 1), j = 1, ± 2,±+ 3, o @

(2. 23b)

which corresponds to choosing wT(t) = I sin7r dt I /22rd2 .

Note that both these weighting functions weight data on
either side of the j = 0 line negatively; (2, 22) oscillates
from zero to a negative number as j goes from one to
infinity, while (2 23) is monotone decreasing and nega-
tive over the same range.

.4-,

0i L -

0
Y

The reader should realize that given only a finite num-
ber of evenly spaced line integrals off j (2. 14)-(2. 15)],

(2. 20) there exist infinitely many highly oscillatory nonzero
functions that have a zero line integral in each of the
given directions. This is because no assumptions were

(2. 21) made about the smoothness of f, loosely speaking.

C. Another approach

One disadvantage of the convolution approach is there
is no guarantee that the projections of the reconstructed
function are close to the actual line integral measure-
ments. Several other algorithms have been proposed to
overcome this shortcoming, using various iterative
search algorithms 35,36 In a forthcoming paper by the
author, computer simulation results for the convolution
approach and a search algorithm are compared in de-
tail. A representative result is the following: to re-
constructf at a grid of 60x60 points with ten lasers and
ten sensors via the convolution approach took 40 s on a
Honeywell 6070 computer with a root-mean-square ab-
solute error (see Table II) of 53, 7%; the same problem
on the same computer using an iterative search algo-
rithm took 20 s per iteration and required ten iterations
to achieve a root-mean-square error of 66. 1%. In ad-
dition, this algorithm was more sensitive to noise than
the convolution approach, based on simulation results.
Shepp and Logan' 4" 5 have also studied this problem and
concluded that the search algorithm is much slower and
hence more expensive in computation time than the con-
volution approach.

III. PERFORMANCE WITHOUT NOISE PRESENT

Two methods are used in this section to assess the
performance of the convolution approach: one method
studies how well a particular weighting function recon-
structs a delta function, while the second examines how
accurately a particular weighting function reconstructs
various representative functions.

0

Y
-1 -l

FIG. 1. Left: reconstruction of a delta function at a 60 X 60 grid of points using piecewise linear approximation (2. 22) to Brace-
well-Riddle (Ref. 12) weighting function; 20 lasers and 20 sensors were used. Right: same as left except piecewise linear ap-
proximation (2.23) suggested by Shepp and Logan (Refs. 14 and 15) was used.
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TABLE II. Estimated error in reconstructing an impulse using
Eq. (2. 16).

eij e(xi9,yj) If~i.yi) -f(x~,Yj)I, i.,...-N,,, j I... N,:, Nx 60, N, 60

1 N, IVY
Et A- F, N E eija

E,< A max ei
i=1.. .N,

j=1 ... syy

Number of
lasers and sensors

2

4
6
8

10
20

w in (2. 22)
E2

0.284
0. 1.1.7
0. 0471.
0. 0294
0.0206
0. 00711

0.407
0.173
0.110
0.0831.
0.0683
0.0336

E.O

1.00
0.595
0.613

0.603
0.651.
0.554

win (2. 23)
E1  E2

0.283 0.416
0.1.1.6 0. 1.79

0.468 0. 1.1.6
0.0278 0.0870
0.01.93 0.0724
0.00606 0.0323

E..

1.00
0.656
0.669
0. 662

0.684
0.615

A. Impulse response

One approach to characterizing weighting patterns is
to compare how well a given weighting function recon-
structs a delta function with regard to number and am-
plitude of oscillations in the reconstruction.

Figure 1 (left) shows a reconstruction of a delta func-

tion at x= y= 0 using the weighting function in (2.22).
For comparison, Fig. 1 (right) shows a reconstruction
of the same delta function using (2.23) for weights.
Table II presents various error estimates as a function
of the number of sensors and lasers.

It can be shown that approximating f(x, y) by f.(x, y) in

(2. 16) is equivalent to integrating f(x,y) weighted by a
triangular smoothing kernel over a strip of width equal
to the radial spacing between measurements, then
smoothing the strip integrals with the inverse Fourier

41

0
Y

-1 L
-1

C)

transform of T(t). This suggests that examining the im-
pulse response of various weighting functions will not
give enough information to choose one weighting function
over another, a suspicion born out by Fig. 1 and
Table II.

B. An example

Figure 2 is a three-dimensional perspective plot of
what is felt to be a representative distribution of a par-

ticular air pollutant, which the reader can take to be
sulfur dioxide for concreteness. The function is a su-
perposition of three homogeneous ellipses of differing
densities, Table III is a list of the parameters describ-
ing this function. Results virtually identical to those to
be presented were obtained where the ellipses were re-
placed by Gaussian functions with the same major and
minor axes, orientations, and densities, A very rich
class of functions can be obtained from superposition of
ellipses.

How well does this function represent the spatial dis-
tribution of an arbitrary air pollutant? From private
communications with people presently active in analyz-
ing air pollution data, it appears that the distribu-
tion of pollutants such as ozone may not be nearly as
localized as the example shown here, while the distri-
bution of pollutants such as carbon monoxide may be
concentrated into patches smaller than those in the fig-
ure. Thus this example was chosen to fall midway be-
tween these extremes, in order to bring out the merits
and demerits of the approach presented here for esti-
mating the spatial distribution of a variety of pollutants.
All three ellipses (in particular DI) are quite small in
size compared with the distance between the lines along
which f(x, y) is integrated, making this a difficult (but
hopefully realistic) problem.

5(D

*i

2

0

Y

+1

o X

0

FIG. 2. Hypothetical air pollutant distribution; f(x, y) is a superposition of three ellipses. Left: contour plot of f(x, y). Right:

three-dimensional perspective plot. (The sloping lines at the edges of the ellipses are due to linear interpolation in the plotting

computer routine.)
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FIG. 3. Reconstruction of f(x,y) at 60x60 grid of points using (2.23) as a weighting pattern with 20 lasers and 20 sensors. Re-
construction is truncated outside unit disk. Left: contour plot, with actual ellipses shaded in crosshatch. Right: three-dimen-
sional perspective plot.

Figure 3 is a reconstruction of the function using 20
lasers and sensors at a 60x 60 grid of points in the x-y
plane using (2.22) for a weighting function; Fig. 4 is
identical except that (2. 23) has been used to weight the
line integrals,

The third or bottom ellipse clearly evident in Fig. 2
is obscured in Figs. 3 and 4 partly by inaccuracies in

reconstructing the function and partly by distortions in-
herent in three-dimensional perspective plots.

The distortion evident at the edges of Figs. 3 and 4
(as well as Fig. 5) is probably intrinsic to the convolu-
tion approach. An explanation for this curious (and dif-
ficult) phenomenon has been advanced elsewhere. 15

The important practical issue of how few lasers and

+I

0

-I 0 +1

x

-+1

x

0
Y

FIG. 4. Reconstruction of f(x, y) at 60 x 60 grid of points using (2.22) as a weighting pattern with 20 lasers and 20 sensors. Re-
construction is truncated outside unit disk. Left: contour plot, with actual ellipses shaded in crosshatch. Right: three-dimen-
sional perspective plot.
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FIG. 5. Reconstruction off(x,y) at 60x 60 grid of points using (2. 22) as a weighting pattern with five lasers and five sensors (left,

top, and bottom) and with five lasers and five sensors using (2. 23) (right, top and bottom).

sensors are needed to accurately estimate f(x, y) is now
considered. This point has been largely ignored in any
other work on this topic, and is considered in much

greater detail in a forthcoming paper by the author.
Figure 5 (left) is a reconstruction using five lasers and
sensors, weighting the measurements as in (2.23), but
otherwise identical to Fig. 3. Figure 5 (right) is a re-
construction using five lasers and sensors but in all
other respects the same as Fig. 4. It is clear that
some qualitative information can be obtained from Fig.
5 concerning gross pollution distribution, but Figs. 3
or 4 are a more accurate reconstruction. Based on this
as well as on much more evidence not presented here,

it is concluded that some qualitative information con-

cerning pollution distribution can be obtained with five
lasers and sensors, but in order to achieve estimates of
f(x, y) accurate to within a root-mean-square absolute
error of 50% or less, at least ten lasers and sensors
must be used. Table IV below is a sampling of various
error estimates in reconstructing f(x, y) as a function
of number of lasers and sensors.

IV. EFFECTS OF UNCERTAINTY

In this section effects due to uncertainty in sensor
measurements caused by background sunlight fluctua-
tions, laser fading and phase scintillation, and intrinsic
sensor noise are examined. If we choose a different
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TABLE III. Parameters describingf(x, y).

Major Minor Orionta-
Ellipse Center axis axis tion Density

Xo = 0. 123 0.15 0.10 (7r/6) 2

II xo 0 424 0.15 0.10 (0) 5
Yo=0

.
4 2 4

ID xo-0. 350 1.10 0.05 (-7/4) 1

(but related) weighting function to that in (2. 19), these
effects can be reduced at the expense of accuracy, but
not enough to limit potential usefulness. The analysis
presented here is only a first attempt.

A. Theoretical analysis of effects of noise

Since the average transmitted power (PT) and re-
ceived power (PR) are directly proportional to the aver-
age number of transmitted photons (NT) and detected
photons (,D), (?, 1) can be rewritten (heuristically) as

ND = exp [- Kff(x, y) ds] enENT, (4, 1)

where E is the efficiency of the detector (assumed to be
unity), and n is a Gaussian random process with mean
m and variance a2 which models background sunlight
fluctuations, laser fading and phase scintillation,21 and
intrinsic sensor noise.22

The following simplifying assumptions are now intro-
duced: (i) ND and NT, which are Poisson distributed,
can be approximated as Gaussian random variables with
means ND and NT and variances ND and NT, respective-
ly (ND >> 1, NT >> 1), ND-ND[1 +n?/(7NtD)1/2]; (ii) ln(1 +x)

-x, I xI << 1; and (iii) NT>ND, This can be used to
rewrite (4, 1)

ln(ND/NT) ln(ND/1TVT) +n

=-Kff(x,y)ds+lnE+n, (4,2)

where W' is Gaussian with zero mean and unit variance.
Clearly this assumes the fluctuation in NT is negligible
compared with laser fading and background sunlight
fluctuations,

TABLE IV. Estimated error in reconstructingf(x, y) in Table
E (same notation as in Table II used).

Number of
lasers and w in (2.22) w in (2.23)
sensors El E2  E,, El E2  E.,

2 0.110 0.661 5.00 0.110 0.662 5.00
4 0.319 0.618 3.99 0.286 0.615 4. 17
6 0.262 0.608 4.40 0.235 0.610 4.50
8 0.307 0.557 3.56 0.268 0.554- 3.76

10 0,277 0.537 3.86 0.248 0.534 3.93
20 0.198 0.452 3.66 0.184 0.449 3.67

The proceeding suggests that as a first cut the mea-
surements in (2, 16) are related to the physics as fol-
lows:

j(rj,0k)=f(rJ, k)+c-kjn(rjO k) j=°,±l,±2,,,, (4,3)

f lrS n (ND/ NTV)ok> = 1/J N, k = O. 1, . . O. N- I

with each measurement having mean f and variance ou,
and n(rj, Ok) is a member of a set of independent zero-
mean unit variance Gaussian random variables. If u k
is a constant, say a, then it is easy to show using the
linearity of (2, 16) that f (x,y) is Gaussian with mean
f.(x,y) and variance uf2 (x,y):

/2. = 2 27rd 
2 N-1 2(

f - E w2(x cos + y sinO k -rj) , (4.4)
k=O j=--

In order to reduce this variance while accurately esti-
mating f(x,y) when little or no noise is present, a dif-
ferent weighting function should be chosen, One such
simple weighting function which has been advanced' 4

,15 is

w'(R)=Aw(R)+ Bw(R+ d)+ Bw(R - d), (4, 5)

where w(. °°) is either (2, 22) or (2, 23). In order that
w'(R) accurately reconstruct f(x, y) when little or no
noise is present, it is necessary that A+ 2B = 1 This
constraint, plus the desire that ufw be minimized, leads
to an optimal choice of A (= 0.4) and B (z 0. 3), Since
B= 0 leads to w' reducing to w, it follows that

Uf2IB0 (°° 15)Uf2,I B=O * (4. 6)

In other words, the noise variance of the estimated func-
tion is reduced to 15% of its previous level, This gain
is achieved at the expense of a loss of accuracy in recon-
structing the function, Table V presents some error es-
timates for reconstructing an impulse using w' (see Ta-
ble II).

Trying to find a weighting function which reconstructs
f as accurately as possible, i. e., both with and without
noise present, is still an open question, but it appears
to be extremely difficult and most likely not worth the
trouble since ad hoc schemes such as (4, 5) are appar-
ently quite satisfactory, as shown in the following sec-
tion,

B. An example

Figure 6 is identical with Fig, 3 except that inde-
pendent zero-mean Gaussian random variables with
standard deviation (0, 1) have been added to each mea-

TABLE V. Estimated error in reconstructing an impulse using
Eqs. (2.16) and (4.5) (same notation as in Table II); no noise
present.

Number of w in (2.22) and (4.5) w in (2. 23) and (4. 5)
lasers and El E2  E., E1  E 2  E,.
sensors

2 0.318 0.417 1.00 0.312 0.417 1.00
4 0. 189 0.233 0.665 0. 185 0.222 0.564
6 0.0892 0.146 0.665 0.0896 0.142 0.563
8 0.0524 0.109 0.682 0.0507 0. 106 0.576

10 0.0355 0.0861 0.642 0.0340 0.0848 0.545

'20 0.0132 0.0487 0.749 0.0115 0.0448 0.629
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v. l

FIG. 6. Reconstruction of f(x, y) at 60 x 60 grid of points using (2.23) as a weighting pattern with pseudorandom Gaussian random

variables (mean zero, standard deviation 0. 1) added to each measurement, using 20 lasers and 20 sensors.

surement. Figure 7 is identical to Fig. 6, except that
the weighting function in (4. 5) was used. With no noise

present, however, the reconstruction using (2.23) was

found to be more accurate than (4. 5), as shown in Ta-

ble V.

C. Measurement imperfections

Besides those due to noise, measurements may also be
inaccurate because (i) the lasers and sensors do not all
lie in a plane z = z0, (ii) the sensors and lasers are not

evenly spaced, (iii) air pollutant concentration changes
while the measurements are being made, and (iv) one or
more of the lasers or sensors are inoperative.

Simple physical arguments show that even if the
lasers and sensors are not coplanar, the basic technique
may still work. Computer simulations where the mea-
surements were offset in radius by (0. 1)ud and in angle

by 0. 1(7r/N)r, where u and r are independent random

variables uniformly distributed on (- ,2, 2), showed that
(2. 23) and (4. 5) introduced root-mean-square absolute
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FIG. 7. Reconstruction of f(x, y) at 60 X 60 grid of points using (2. 23) and (4.5) as a weighting pattern with pseudorandom Gaussian

random variables (mean zero, standard deviation 0.1) added to each measurement, using 20 lasers and 20 sensors.
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errors of 10% and less, which were felt to be negligible.
Computer simulations with orientations yielded results
quite close to that showni ill Fig. 7. Finally, if even
one laser or sensor fails, the algorithm in (2. 16) fails,
but computer results showed some qualitative informa-
tion was salvageable.

V. CONCLUDING REMARKS

It is tempting to conjecture that this method could
work if only incoherent sunlight were used in conjunc-
tion with a network of electro-optical sensors, rather
than using lasers. This does not appear theoretically
possible, from examining radiative transfer theory with
Rayleigh scattering; however, the subject is still open.
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